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ABSTRACT

This study explores the sensitivity of clouds and precipitation to microphysical parameter perturbations

using idealized simulations of moist, nearly neutral flow over a bell-shaped mountain. Numerous parameters

are perturbed within the Morrison microphysics scheme. The parameters that most affect cloud and pre-

cipitation characteristics are the snow fall speed coefficient As, snow particle density rs, rain accretion

(WRA), and ice–cloud water collection efficiency (ECI). Surface precipitation rates are affected byAs and rs
through changes to the precipitation efficiency caused by direct and indirect impacts on snow fall speed,

respectively. WRA and ECI both affect the amount of cloud water removed, but the precipitation sensitivity

differs. Large WRA results in increased precipitation efficiency and cloud water removal below the freezing

level, indirectly decreasing cloud condensation rates; the net result is little precipitation sensitivity. Large ECI

removes cloud water above the freezing level but with little influence on overall condensation rates. Two

environmental experiments are performed to test the robustness of the results: 1) reduction of the wind speed

profile by 30% (LowU) and 2) decreasing the surface potential temperature to induce a freezing level below

the mountain top (LowFL). Parameter perturbations within LowU result in similar mechanisms acting on

precipitation, but a much weaker sensitivity compared to the control. The LowFL case shows rs is no longer a

dominant parameter and As now induces changes to cloud condensation, since more of the cloud depth is

present above the freezing level. In general, perturbations to microphysical parameters affect the location of

peak precipitation, while the total amount of precipitation is more sensitive to environmental pa-

rameter perturbations.

1. Introduction

Orographic precipitation during nonconvective events

commonly occurs in environments characterized by

moist, nearly neutral conditions. This type of flow allows

for little resistance to orographic lifting, resulting in

enhancement of precipitation over windward mountain

slopes (Miglietta and Rotunno 2005, 2006, hereafter

MR05 and MR06, respectively). Atmospheric rivers

(ARs) have been observed to have moist, nearly neutral

static stability in the lower levels of the troposphere, as

well as high surface potential temperatures (~285–289 K),

strong wind speeds (low-level jet .20m s21), high

freezing level, and nearly saturated conditions (Ralph

et al. 2005). When ARs interact with topography they

can produce intense precipitation, triggering flooding

and mudslides that result in devastating and costly

impacts to local infrastructure and loss of life and

property (Ralph et al. 2006; Neiman et al. 2008b;

Leung and Qian 2009; Ralph et al. 2011).

In California, ARs are responsible for 20%–50% of

the annual precipitation (Dettinger et al. 2011), often

from only a few storms producing large amounts of

snow, resulting in snowpack reaching ‘‘near-recordCorresponding author: Annareli Morales, annareli@umich.edu
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levels of snow water equivalent’’ (Guan et al. 2010,

2013). Guan et al. (2013) found that lower-than-normal

surface air temperatures during AR events favor in-

creased snow accumulation over the Sierra Nevada.

Colder AR events have lower amounts of integrated

water vapor, yet they result in a higher snow-to-rain

ratio and higher overall precipitation values (Guan et al.

2010). Freezing level can also play an important role in

snowpack stability. High freezing levels can shift pre-

cipitation from snow to rain (Yuter and Houze 2003;

Colle and Zeng 2004b). Rain falling on snowpack can

promote early snowmelt (Kim et al. 2013) and create

challenges for water resource managers. Past studies

have also found that a high freezing level affects where

precipitation will fall, resulting in less downwind

transport and a peak in precipitation on windward

slopes or near peak elevations (Colle 2004; MR06;

Stoelinga et al. 2013).

Complex interactions between mountain geometry,

thermodynamics, and cloud microphysics can also con-

trol precipitation type, amount, and its location over a

mountain (Lin et al. 2001; Jiang and Smith 2003;

Stoelinga et al. 2003; Colle 2004; MR05; MR06; Tushaus

et al. 2015, hereafter T15). For example, a wide barrier

($30-km half-width) will provide more time for snow

growth aloft, while a narrower barrier will generate

more graupel through the collection of supercooled

cloud droplets (Colle and Zeng 2004b). Wider barriers

are thus more sensitive to parameters such as snow fall

speed over the windward slope. Hobbs et al. (1973)

demonstrated the degree of ice particle riming in-

fluences where ice particles will precipitate over a

mountain, that is, heavily rimed particles fall out

faster and land on the windward slope.

Microphysical parameterizations are implemented in

weather forecast models to represent the development

of clouds and precipitation. Simulated orographic pre-

cipitation for both AR and non-AR events has been

found to be sensitive to the choice of microphysics

scheme (Jankov et al. 2007, 2009; Liu et al. 2011). Sen-

sitivity studies exploring the effects of microphysical

parameters on orographic precipitation show changes in

these parameters can impact cloud and precipitation

development. Colle and Mass (2000) found lower snow

fall speeds shifted precipitation from the windward to

the lee side of the barrier during an AR over the Pacific

Northwest. Colle and Zeng (2004a) found condensation,

snow deposition, and riming and melting of graupel

contributed most to the development of surface pre-

cipitation on the upwind slope. Their results also showed

surface precipitation and microphysical processes were

most sensitive to parameters associated with snow/

graupel fall speeds, CCN concentrations, and snow size

distribution and less with ice initiation and auto-

conversion. A similar study performed over the Cascade

Mountains (Colle et al. 2005) also found strong sensi-

tivity to snow size distribution and fall speed parame-

ters, as well as having cloud water accretion and melting

of graupel and snow contribute to most of the surface

precipitation production. Colle et al. (2005) found rim-

ing processes to be important for the amount and dis-

tribution of supercooled water within clouds, affecting

snow growth upwind.

These microphysical parameters have both uncertainty

and inherent variability. Uncertainty arises because some

parameters have a measurable uncertainty (e.g., particle

densities, fall speeds), while others are uncertain because

of limited measuring capabilities (e.g., process rates) or

because they do not correspond to any physical, observ-

able quantity in nature (e.g., autoconversion thresholds).

There are also parameters whose values are known to

vary spatially and temporally, beyond the range of mea-

surement uncertainty, but are constant in the model.

Uncertainty and variability in these parameter values

lead us to ask the question, what is the sensitivity of

orographic precipitation to changes in microphysical

parameters?

We hypothesize that microphysics exerts a strong in-

fluence on the amount and location of orographic pre-

cipitation within moist, nearly neutral conditions, such

as those found within ARs. Changes in these micro-

physical parameters can then have secondary effects

on the thermodynamics and dynamics through latent

heating (Morales et al. 2015). Overall, we surmise mi-

crophysical parameter and process changesmay result in

nonlinear responses due to complex interactions be-

tween parameters within the microphysics scheme.

While orographic precipitation may vary with changes

to microphysical parameter and process, will these re-

sponses differ if the upstream environment is also per-

turbed? Past studies by MR05, MR06, and T15 have

shown a nonlinear dependence of simulated pre-

cipitation to parameters controllingmountain geometry,

mean zonal wind speed, moist static stability, relative

humidity, and surface potential temperature. For ex-

ample, increasing surface potential temperature did not

result in higher rain rates on upwind slopes, since pro-

cesses such as riming occur at lower temperatures and

can contribute to surface precipitation (MR06). T15

performed a more systematic analysis of the parameter

space for mountain geometry and upstream conditions,

finding nonmonotonic responses for mountain half-

width, moist static stability, and mean zonal wind

speed and monotonic responses to mountain height,

relative humidity, and surface potential temperature.

Their study focused on liquid-only microphysics.

1934 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 75



We extend this analysis to include ice microphysics and

ask the following question: how will the sensitivities to

changes in microphysical parameters change with dif-

ferent environments?

Following work by MR05, MR06, and T15, this study

focuses on moist, nearly neutral flow over a two-

dimensional (2D) Gaussian-shaped mountain barrier

and explores the sensitivities of orographic precipitation

to changes in microphysical parameters in different en-

vironments. We utilize an idealized modeling frame-

work, which allows us to reduce model complexity and

isolate the most important physical controls on oro-

graphic precipitation within the Cloud Model 1 (CM1).

Section 2 describes the idealized framework within CM1

and provides details on the experimental design. Section

3 describes the results for the microphysical and envi-

ronmental perturbations, and section 4 provides a

summary of the results and conclusions.

2. Methods

a. Model configuration

The idealized simulations in this study were per-

formed using version 17 of CM1 (Bryan and Fritsch

2002). CM1 is a nonhydrostatic atmospheric model de-

signed for modeling of cloud-scale processes. Following

MR05, MR06, and T15, our configuration uses a 2D

domain with a horizontally stretched x grid where the

horizontal grid spacing is 2 km for the inner domain

(1200 km in length) and stretches up to 6 km over

50 grid points on either side. The domain is 1600 km

in length, and the total depth is 18 km with 55 vertical

levels. The vertical grid spacing is 0.25 km from the

surface to a height of 9 km, increases to 0.5 km be-

tween 9 and 10.5 km, and then remains constant at

0.5 km until 18 km.

Lateral boundary conditions are open radiative,

with a no-slip bottom boundary condition and free-slip

top boundary condition. A positive definite advection

scheme is used, and a Rayleigh damper with damping

coefficient of 0.0003 s22 is applied to the top 4km to

prevent reflection of vertically propagating gravity

waves. Although interactions of radiation with the

mountain surface can result in the forcing of mesoscale

mountain circulations, for example, mountain-valley

winds, our focus is on the interaction of microphysics

and dynamics. Thus, radiative transfer and surface heat

flux parameterizations are neglected. All simulations

are run for 20 h at a time step of 3 s. The Morrison

microphysics scheme version 3.4 (Morrison et al. 2005,

2009) is used for all microphysical parameter per-

turbation experiments. The Morrison scheme is a

two-moment bulk microphysical parameterization that

prognoses mass and number mixing ratios of four hy-

drometeor categories: rain, cloud ice, snow, and the

choice of either graupel or hail. It also prognoses the

mass mixing ratio of cloud liquid water, and in the ver-

sion used here specifies a constant cloud droplet number

concentration (set to 200 cm23). The rimed ice species in

the experiments presented here is set to graupel. For

rain, cloud ice, snow, and graupel, the particle size dis-

tributions (PSDs) are described by inverse exponential

functions. For cloud liquid water, the PSD follows a

gamma function with a shape parameter that depends on

the specified cloud water number concentration. Anal-

ysis of the precipitation produced by each simulation

utilizes 5-min output cadence during simulated hours

6–20, as the precipitation rate, cross-mountain flow, and

spatial distribution of cloud are relatively steady during

this time period.

b. Experimental design: Control

The environmental parameters for the idealized

sounding are guided by observations of an AR

event during the Olympic Mountains Experiment

(OLYMPEX; Houze et al. 2017). The observed sound-

ing (Fig. 1a) was taken at 0300 UTC 13 November 2015

at the base of the Quinault River Valley in Washington

State (Zagrodnik et al. 2018). Our goal in idealizing this

sounding was to create a realistic environment described

by as few parameters as possible; thus, the observed

profile was smoothed using a simple 1–2–1 filter and

characteristic values for each parameter were de-

termined. Table 1 lists the environmental parameters

calculated from the observed sounding. Moist Brunt–

Väisälä frequency (N2
m) for the troposphere (43 1025 s22)

and stratosphere (5 3 1024 s22) was calculated by av-

eraging N2
m below and above the tropopause height

(;12km), respectively, using Eq. (36) of Durran and

Klemp (1982). Within CM1, Eq. (13) is used for N2
m,

along with Eq. (19) for the moist adiabatic lapse rate,

found in Durran and Klemp (1982).

The surface potential temperature is set to 286K.

Figure 1b shows the original wind profile, which is

smoothed and idealized with linearly increasing winds of

14ms21 at the surface to 42ms21 at a height of 12 km,

and constant winds at 42m s21 above 12 km. The ideal-

ized wind profile contains no directional shear, that is,

zonal winds are perpendicular to the barrier. The rela-

tive humidity (RH) profile (Fig. 1c) is divided into three

layers: below 4.5 km, between 4.5 and 12km, and above

12 km. This sounding has already likely undergone hu-

midification relative to the upstream conditions through

flow interaction with the barrier; thus, the RH below

4.5 km was decreased to 95% in order to have initial
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conditions representative of air not yet forced to rise.

This subsaturated profile also helps limit cloud devel-

opment far upstream before the flow approaches the

barrier. The RH profile linearly decreases with height

from 95% at 4.5 km to 20% at 12km and remains con-

stant at that value up to the model top (Fig. 1c).

FIG. 1. (a) Skew T diagram showing the observed sounding from OLYMPEX 13 Nov 2015 (black), idealized

sounding (magenta), and LowFL sounding (blue). For all soundings, solid lines represent temperature and dashed

lines represent dewpoint temperature, all in degrees Celsius. (b) Vertical profile of zonal wind speed (m s21)

showing the observed winds (thin black line), smoothed profile (thick black line), idealized profile (magenta), and

reduced wind profile (LowU, orange dot–dashed line). (c) Vertical profile of relative humidity (%) showing the

observed values (thin black line), smoothed profile (thick black line), and idealized profile (magenta).
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The idealized mountain barrier is created using the

following equation from MR05, MR06, and T15:

h (x)5
H

mtn

11
x2 x

0

W
mtn

� �2
, (1)

where mountain height h is a function of the horizontal

position within the domain x and is described using

the maximum mountain height Hmtn, the center of the

mountain x0, and the mountain half-width Wmtn. The

center of the mountain is shifted 400 km downstream

of the center of the domain to reduce influence of

mountain-generated, upstream-propagating waves on

the flow entering at the upstream boundary.

Again, we use observations to guide the barrier char-

acteristic parameters by averaging the elevation over a

0.68-latitude-wide box through the center of the Olympic

Mountains (Fig. 2). From the observations, the barrier is

idealized to a maximum height of 1km and a half-width

of 40km (Table 1). This mountain shape was chosen to

match as closely as possible the upwind slope and mean

height of the Olympic Mountains. Although the envi-

ronmental sounding and mountain geometry are ideal-

ized from observations, our aim is not to simulate the

exact evolution of the 13November 2015 event, but to use

these observations to anchor our simulations in reality.

c. Microphysical parameters

One-at-a-time parameter perturbation experiments

were performed on the previously described control

simulation using the microphysics parameters listed in

Table 2. Some parameters are associated with physical

characteristics of the frozen hydrometeors, for example,

fall speed coefficient A and bulk particle density r of

cloud ice i, snow s, and graupel g, and have an empirical

range of values. Others are parameters within micro-

physics parameterizations that do not correspond

to a real physical quantity, for example, autoconversion

thresholds, and thus they generally have a greater

range of uncertainty. Within the Morrison scheme,

like other schemes, there exist ‘‘hard wired’’ thresholds

for autoconversion rates and other processes; thus, we

create parameters acting as multiplicative factors in or-

der to vary the processes. Multiplicative factors are used

to perturb the processes of cloud water autoconversion,

rain accretion, and snow deposition to represent the

uncertainty and inherent variability associated with

these processes. The control values are the default set-

tings for these parameters within the Morrison scheme.

For parameters that describe observable cloud proper-

ties (e.g., fall speeds and particle densities), the range of

values is set to a consistent range from observations.

The other parameters are varied over a range of plau-

sible values. Each one-parameter perturbation experi-

ment has five points, that is, the control value, the

minimum and maximum, and values between the con-

trol and minimum/maximum. Based on the complex

interactions and feedbacksmicrophysics can have on the

TABLE 1. List of parameters describing the environmental

sounding and mountain geometry.

Parameter description (symbol) Control Units

Squared moist Brunt–Väisälä frequency

for troposphere (N2
m,Trop)

4 3 1025 s22

Squared moist Brunt–Väisälä frequency

for stratosphere (N2
m,Strat)

5 3 1024 s22

Surface potential temperature (usfc) 286 K

Mountain height (Hmtn) 1 3 103 m

Mountain half-width (Wmtn) 4 3 104 m

FIG. 2.Meridionally averaged elevation over a 0.68-latitude-wide
box including the center of the Olympic Mountains and the Qui-

nault River Valley (black box in bottom map). Solid black line

depicts mean topography, dashed black lines correspond to 61

standard deviation, and magenta line corresponds to the idealized

mountain shape used in CM1 simulations (height of 1 km, half-

width of 40 km).
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system, we surmise that the responses to changes in the

microphysical parameters will be nonlinear and test

five values per parameter to explore this idea. The

precipitation-rate responses to microphysical parameter

changes are assessed over six regions on the moun-

tain where spatial averaging is performed: the upwind

foothills, slope, and top and the downwind foothills,

slope, and top (Fig. 3c).

d. Experimental design: Environmental tests

Two additional experiments are performed to test if

the sensitivities to changes in microphysical parameters

TABLE 2. List of microphysical parameters, including control values and range over which the parameters are perturbed. Parameters in

bold are those that have the largest impact on surface precipitation in the control simulation.

Parameter description (symbol) Control Min Max Units

Cloud ice fall speed coefficient (Ai) 700 350 1050 m(12b) s21

Snow fall speed coefficient (As) 11.72 5.86 17.58 m(12b) s21

Graupel fall speed coefficient (Ag) 19.3 9.65 28.95 m(12b) s21

Cloud ice density (ri) 500 250 750 kgm23

Snow density (rs) 100 50 150 kg m23

Graupel density (rg) 400 200 600 kgm23

Cloud ice autoconversion

threshold (DCS)

125 50 200 mm

Nucleated ice crystal radius (RMI0) 10 1 30 mm
Embryo graupel radius (RMG0) 45.71 35 1000 mm
Ice–ice collection efficiency (EII) 0.1 0.01 1 —

Ice–cloud water collection efficiency (ECI) 0.7 0.3 1 —

Radius of splintered ice particle (RMMULT) 5 1 30 mm
Rain accretion factor (WRA) 1 0.5 2 —

Cloud water autoconversion factor (WRC) 1 0.1 10 —

Snow deposition factor (SDEP) 1 0.5 2 —

FIG. 3. (a) Vertical cross section over a portion of the domain of the control simulation showing temporally averaged (hours 6–20)

streamlines colored with wind speed (m s21), cloud water and ice mixing ratios (gray shaded contours, g kg21), snow mixing ratio

(0.05 g kg21 contour, blue), rain mixing ratio (0.05 g kg21 contour, orange), and freezing level (black line). (b) Hövmöller diagram of

precipitation rate (mmh21) with simulation time (h) on the ordinate and distance from center of the mountain (km) on the abscissa.

Dashed gray line corresponds to hour 6, start of temporal averaging. (c) Mountain height (m) profile with the six averaging regions used

for the calculations: upwind foothills (UF), slope (US), top (UT), and downwind top (DT), slope (DS), and foothills (DF).
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remain the same with a different environment. The first

environmental test involves scaling down the wind profile.

The control wind profile has high cross-barrier wind

speeds (;16ms21); the strong dynamical forcing in this

case may exert a large influence on the precipitation re-

sponse to microphysical parameter changes. In addition,

T15 found that adjusting the environment can lead to large

changes in precipitation for a similar idealized moist

neutral environment. Their results found zonal wind speed

to be a dominant control on precipitation, leading to a

nonmonotonic upwind precipitation response to changes

in wind speed. Thus, to explore how changes in the dy-

namical forcing impact the precipitation response to

microphysical parameter perturbations, the first environ-

mental test reduces the wind speeds by 30% throughout

the entire profile (hereafter experiment LowU; Fig. 1b).

The second environmental test explores the impact of

the freezing level height on themicrophysical parameter

perturbations. The freezing level in the control is at a

height of approximately 2.6 km, which may result in

warm-rain processes dominating the production of pre-

cipitation at the surface. To explore how changes to the

most influential microphysical parameters are affected

in an environment where ice processes play a larger role

in precipitation production, the freezing level is lowered

by reducing the surface potential temperature by 6K

while retaining the same profile of N2
m (hereafter ex-

periment LowFL; Fig. 1a). This new atmospheric profile

has an initial freezing level at a height of;1.3 km, which

descends to below the mountain top after hour 3 of the

simulation, likely through adiabatic ascent and melting

of graupel and snow that cool air near the mountain top.

3. Results and discussion

a. Control simulation

A cloud forms on the upwind slope and top of the

mountain with a depth of approximately 7km within the

first hour of our idealized simulation (not shown). Surface

precipitation also occurs within the first hour of the simu-

lation (Fig. 3b) through warm-rain processes and increases

after the generation of snowandgraupel. Thehigh freezing

level (approximately at 2.5km height) provides sufficient

distance for frozen hydrometeors to melt before reaching

the surface. After hour 6, the midlevel cloud over the up-

wind slope begins to dissipate, seemingly due to the

Wegener–Bergeron–Findeisen process as snow develop-

ment extends upstream (not shown), and the upper-level

cloud becomes detached from the parent cloud, persisting

for the rest of the simulation (Fig. 3a). A shallow cloud

forms between 2- and 3-km heights and extends across the

domain, and a deep cloud containing high mass mixing

ratios (.0.5gkg21) persists over the upwind mountain

side (Fig. 3a). Also after hour 6, graupel no longer occurs

and the orographic precipitation system becomes quasi

steady. Thus, we neglect the initial transient graupel fea-

ture and perform our temporal averaging over hours 6–20.

Melting of snow, in addition to warm-rain processes, pro-

vide the quasi-steady precipitation from hours 6 to 20, with

the highest precipitation rates occurring over the upwind

slope (maximum rate of 5.02mmh21; Figs. 3b,c).

In general, the flow is laminar (i.e., there are no

breaking waves, rotors, or strong lee waves) as it tra-

verses the barrier. Downwind we see an elevated

freezing level (Fig. 3a), likely due to adiabatic warming

from descending winds on the lee side of the mountain.

There are also low-amplitude lee waves, which trigger

shallow cloud development downstream (Fig. 3a). The

freezing level remains fairly constant at z 5 2.6 km far

upstream, while sloping downward near the upwind top

of the mountain (Fig. 3a). This downward sloping of the

freezing level was observed during OLYMPEX (Houze

et al. 2017) and has been suggested to be a result of a

combination of processes: latent cooling from snow

melting, adiabatic cooling from upslope lifting, and the

melting distance of hydrometeors, which is controlled by

particle size and density, as well as ambient conditions

(Marwitz 1987; Medina et al. 2005; Minder et al. 2011).

The freezing level does not become low enough to reach

the mountain top in our control simulation.

As mentioned in section 2, the goal of this study is not

to simulate the events of 13 November 2015 exactly, but

to use observations from this atmospheric river case to

guide our upstream environmental conditions. Never-

theless, it is encouraging to see a similar magnitude of

orographic enhancement in our idealized control simu-

lation (precipitation rate over upwind top/precipitation

rate over upwind foothills 5 5.6) compared to the ob-

served enhancement of 4–5 on 13 November 2015 (A.

Rowe 2017, personal communication). Our idealized

simulation also had the highest precipitation rates occur

on the upwind slope and not on the highest peak, which

was similarly observed during this OLYMPEX case

(Zagrodnik et al. 2018). Thus, we are confident in our

control simulation and its ability to provide un-

derstanding of this moist, nearly neutral environment.

b. Microphysical parameter perturbations

Perturbations were performed on the control simula-

tion to explore the sensitivity of orographic precipitation

and cloud development to changes in various parameters

within the Morrison scheme. Table 2 lists all of the pa-

rameters tested, as well as the range of values over which

the parameter perturbations were performed.

To understand the overall effect of these parameters on

the control simulation, the relative change (%) within
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each set of parameter perturbations was calculated by

taking the difference between the maximum and mini-

mum response values and dividing it by the average of the

five response values. All values are temporally and spa-

tially averaged over hours 6–20 for the six mountain re-

gions described in Fig. 3c. Figure 4 shows the relative

change for precipitation rate (PREC; mmh21) and liquid

and ice water paths (LWP and IWP, respectively; kgm22).

LWP is the total amount of cloud water and rain be-

tween the surface andmodel top, calculated by vertically

integrating the cloud water and rain mixing ratios.

Similarly, IWP represents vertically integrated cloud

ice, snow, and graupel mixing ratios. Overall, some pa-

rameters have little influence (,20%) on our output

metrics (PREC, LWP, and IWP), while others have a

larger influence over specific regions or across the entire

mountain. Downwind regions have the highest relative

change, mostly because the PREC, LWP, and IWP there

have small magnitudes, and hence small absolute

changes will result in large relative changes. There are

four parameters that stand out because of large relative

responses or widespread impacts on PREC, LWP, and

IWP: snow particle fall speed coefficient As, snow par-

ticle density rs, ice–cloud water collection efficiency

(ECI), and rain accretion multiplicative factor (WRA;

Fig. 4). The quantities As and rs describe hydrometeor

characteristics, while ECI andWRA are associated with

cloud water collection by ice species and rain, re-

spectively. We focus on the responses to perturbing

these four parameters in the rest of this section.

Hövmöller diagrams in Fig. 5 provide information

on the precipitation location and amount compared to

the control simulation for each parameter perturbation.

Overall, the effect on precipitation amount is largest at

lower perturbation values (left two columns in Fig. 5) for

As, rs, and ECI, and at the minimum and maximum

values for WRA (Figs. 5m,p). Given that the control

simulation’s maximum precipitation value is 5mmh21,

the parameter perturbations result in precipitation

changes ranging from a 42% decrease (Fig. 5m) to a

30% increase (Fig. 5e). For low values of As, less pre-

cipitation falls on the upwind side (Figs. 5a–d), while rs
has the opposite effect, where less precipitation falls

downwind for low rs values (Figs. 5e–h). ECI pre-

cipitation responses are similar to As (less precipitation

upwind for lower values), but with changes occurring

over a narrower region (Figs. 5i–l). At the maximum

value ofWRA (WRA5 2; Fig. 5p), we see more surface

precipitation over the upwind and downwind top, while

the minimum value (WRA 5 0.5; Fig. 5m) shows more

precipitation over the upwind top initially but shifting

with time to the upwind slope, in contrast to As, rs, and

ECI, which have a consistent spatial change in pre-

cipitation with time.

We next present temporally averaged (hours 6–20)

precipitation rates for each region over the mountain

and analyze the response functions to changes in As, rs,

ECI, and WRA. Precipitation rate (mmh21) is further

analyzed using the following equation:

PREC5PEhCONDi, (2)

where surface precipitation rate (PREC) is a product of

precipitation efficiency (PE) and vertically integrated

total condensation rate (hCONDi, mmh21). Total con-

densation rate includes all processes that convert water

vapor to condensate, that is, cloud ice, snow, and graupel

deposition and cloud water condensation, which are

FIG. 4. Percent relative change given by 100 3 (max 2 min)/average for each five-point parameter perturbation experiment for

(a) PREC (mmh21), (b) LWP (includes cloud water and rain mixing ratios; kgm22), and (c) IWP (includes cloud ice, snow, and graupel

mixing ratios; kgm22). Black denotes undefined values (i.e., infinity). Ordinate: list of parameter symbols defined in Table 2. Abscissa:

averaging regions over the mountain shown in Fig. 3c.
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then vertically integrated (indicated by h�i) from the

surface to model top. In the model, hCONDi depends
mainly on the vertical air velocity in saturated condi-

tions, and therefore changes to hCONDi indicate a link

to dynamical changes caused by parameter perturba-

tions. PE is directly affected bymicrophysical parameter

perturbations and describes how efficiently condensate

is removed from the atmosphere through microphysical

processes and sedimentation, resulting in surface pre-

cipitation. Since we analyze Eq. (2) over subregions of

limited spatial extent, PE is also affected by horizontal

advection of condensate. Thus, the response of PE to

parameter perturbations shows that a particular pa-

rameter has affected the conversion of condensate to

vapor (from evaporation or sublimation) and/or trans-

port (sedimentation and horizontal advection). A PE

value less than one in the subregion corresponds to less

precipitation reaching the surface compared to the

amount of condensate produced within that sub-

region. If PE is greater than one, the increase in

FIG. 5. Hövmöller diagrams of precipitation rate difference (mmh21) between microphysics parameter perturbation experiments and

the control. Panels show perturbations for different values of (a)–(d) As [control 5 11.72m(12b) s21], (e)–(h) rs (control 5 100 kgm23),

(i)–(l) ECI (control 5 0.7), and (m)–(p) WRA (control 5 1). Blue colors represent larger precipitation rates for the control, red colors

represent larger precipitation rates for the parameter perturbation experiment. Horizontal dashed lines show hour 6, where temporal

averaging begins.
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precipitation relative to the amount of condensate

produced in the column is due to net convergence of

the condensed water horizontal advective fluxes across

the subregion. We use this analysis to determine how

much condensate is generated (hCONDi), how effi-

cient the model is in removing this condensate as

surface precipitation, and how both are affected by

microphysical parameter perturbations. In our calcu-

lations of PE from model output, we take the ratio of

the average hCONDi and PREC (spatial and tempo-

ral) to reduce noise, which can contaminate PE cal-

culated as an average of the ratio.

Response functions for As show a general trend of in-

creasing (decreasing) precipitation rate upwind (down-

wind) with increasing As (Fig. 6a). Using Eq. (2) to

understand the precipitation response, we see PE has a

similar response as precipitation rate, while hCONDi
is relatively unaffected (Figs. 6b,c). Perturbations to

As influence the efficiency of condensate removal

through the direct effect thatAs has on the snow particle

fall speed in the Morrison scheme:

V
s
5A

s
DBs , (3)

where As is the snow fall speed coefficient [m(12b) s21],

D is the particle diameter (m), Bs is an exponent pa-

rameter (that we do not vary here), and Vs is the fall

speed of snow. Decreasing As causes the mass-weighted

mean fall speed of snow to decrease, allowing more

snow produced upwind of the mountaintop to be ad-

vected downwind. Because of the change in horizontal

advection of snow, the vertically integrated snow

melting rate increases downwind with decreasing As

(Fig. 6d). Thus, decreasingAs reduces the snow terminal

fall speed, leading to more snow being transported

downwind of the mountain top and increasing the

FIG. 6. Snow fall speed coefficient As [m
(12b) s21] response functions for (a) precipitation rate (mmh21),

(b) precipitation efficiency, (c) vertically integrated total condensation rate (mmh21), and (d) vertically integrated

snow melting rate (mmh21). Values are temporally averaged over hours 6–20 and spatially averaged over the six

mountain regions shown in Fig. 3c. Black vertical lines depict the control parameter value.
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amount of snow that melts and reaches the surface as

rain there. This is reflected by the increase of PE

downwind with decreasing values of As (Fig. 6b).

Snow density (rs) response functions show the op-

posite trend compared to As; increased (decreased)

precipitation rates occur downwind (upwind) with

increasing values of rs. Similarly, hCONDi is relatively
unaffected (Fig. 7c). From a physical standpoint, it

would be expected that if the bulk density of snow

particles is increased they should fall faster. However, in

the Morrison scheme, as in almost all microphysics

schemes, the snow particle fall speed is only determined

through As, Bs, and D following (3). Nonetheless, the

bulk particle density indirectly influences the fall speed

through the particle size distribution. The slope pa-

rameter (l), which describes the slope of the gamma

particle size distribution, depends on the cubic root of

the particle density (r1/3):

l5

�
prNG (m1 4)

6qG (m1 1)

�1/3
, (4)

where q is the mass mixing ratio,N is the number mixing

ratio, G is the Euler gamma function, and m is the shape

parameter of the size distribution (equal to 0 for snow).

Thus, increasing rs for given values of q,N, and m results

in an increase in l [(4)]. Increasing l leads to a shift in

the particle size distribution toward smaller diameters.

Since the particle fall speed is a function of the diameter

following (3), the shift of the distribution toward smaller

particle sizes results in a decrease in the mass-weighted

mean snow fall speed. This explains the trend in pre-

cipitation efficiency for rs: more snow is advected

downwind because of the slower mean fall speeds with

increasing rs (Fig. 7b), leading to more snow melting

downwind (Fig. 7d). This relationship between rs and

snow fall speed causes an unphysical response in the

precipitation rates. This unphysical behavior to changes

in particle density has motivated the recent develop-

ment of schemes that explicitly calculate fall speed as a

function of the ratio of the particle mass and projected

area, and hence incorporate the effects of particle

density in a physically realistic way (e.g., Lin and

FIG. 7. As in Fig. 6, but for rs (kgm
23).
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Colle 2009, 2011; Harrington et al. 2013; Morrison and

Milbrandt 2015).

Response functions for WRA differ from the other

parameters, in that there is little effect on PREC

(Fig. 8a). This occurs because of compensation between

the effects of increasing PE and decreasing hCONDi as
WRA increases (Figs. 8b,c). The WRA parameter is a

multiplicative factor that acts to increase or decrease the

rain accretion process within the simulation. Higher

WRA corresponds to more efficient removal of cloud

water, while lower WRA results in more cloud water

remaining within the atmosphere. Therefore, increasing

the removal of cloud condensate through higher WRA

results in higher PE (Fig. 8b). This rain accretion process

has the largest effect on hCONDi compared to the other

parameters modified, with a decrease of over 70% on

the upwind and downwind tops whenWRA is increased

from 0.5 to 2 (Fig. 8c). In all simulations, hCONDi is

dominated by cloud water condensation that occurs

through saturation adjustment in the Morrison

scheme. That is, at every time step all excess vapor

above water saturation is converted to cloud water,

while evaporation is treated by converting cloud water

to vapor each time step at a rate that ensures almost

exactly saturated conditions are maintained inside

liquid cloud. We emphasize that cloud condensation

rate using saturation adjustment in the model does not

depend directly on the number or size of existing cloud

droplets.

Figures 9a and 9b show temporally averaged (hours

6–20) vertical cross sections of cloud mixing ratios,

vertical air motion, cloud condensation rate, and cloud

evaporation rate for the simulations with the smallest

and largest values of WRA. We see updrafts increase

in magnitude over the upwind slope with increasing

WRA (Fig. 9b), which may be due to the reduction in

condensate loading as more cloud water is effectively

removed upwind. Stronger updrafts likely explain the

FIG. 8. WRA response functions for (a) precipitation rate (mmh21), (b) precipitation efficiency, (c) vertically

integrated total condensation rate (mmh21), and (d) vertically integrated cloud water evaporation rate (mmh21).

Values are temporally averaged over hours 6–20 and spatially averaged over the six regions shown in Fig. 3c. Black

vertical lines depict the control parameter value.
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10% increase in hCONDi over the upwind slope seen in

Fig. 8c. For the other five regions, there is little change in

vertical velocity for points containing liquid cloud, and

the large decrease in hCONDi with increasing WRA is

primarily explained by an indirect effect of cloud water

removal on the cloud base height (depicted here ap-

proximately by the 0.01 g kg21 cloud mixing ratio con-

tour in Fig. 9). For small WRA, reduced conversion of

cloud to rain means that more cloud water is available

for evaporation in downdrafts compared to the simula-

tions with largeWRA.With more cloud water available,

this implies a lowering of the cloud base and increasing

vertical depth of the cloud layer, since the local evapo-

ration rate calculated using saturation adjustment only

depends on the pressure and tendencies of temperature

(controlled mainly by the vertical velocity) and water

vapor mixing ratio.

This point can be illustrated clearly for moist pseu-

doadiabatic descent; while the model has diabatic

forcing due to mixing and other microphysical pro-

cesses, moist pseudoadiabatic descent can serve as a

useful guide for explaining this behavior. For re-

versible moist pseudoadiabatic descent (and as-

cent), and assuming steady state, we can write the

change in cloud mass mixing ratio (qc) with height (z)

as dqc/dz 5 2dqy/dz 5 2dqs/dz above the cloud base,

where qy is the water vapor mixing ratio and qs is the

saturation mixing ratio that is a function only of

temperature (T) and pressure (p). Since dqs/dz only

depends on T and p, dqc/dz also depends only on T and

p. Thus, if qc near cloud top is relatively large due to a

reduction of WRA, cloud parcels must descend further

in order to completely evaporate all of the cloud water

they contain, compared to the situation with relative

small qc associated with an increase in WRA. Indeed,

a lower cloud base and greater cloud depth are seen in

the small WRA simulation compared to the large WRA

simulation (cf. Figs. 8a and 8b). A lower cloud base in

FIG. 9. Vertical cross sections over a portion of the domain of temporally averaged (hours 6–20) cloud mixing

ratio (cloud water and ice; g kg21), positive vertical wind speed (black contours at 0.1m s21 intervals starting at

0.2m s21), cloud water condensation rate (red contours5 13 1023 g kg21 s21, yellow contours5 53 1024 g kg21 s21),

cloud water evaporation rate (blue contours5213 1023 g kg21 s21, cyan contours5253 1024 g kg21 s21), and

freezing level (thick black line). (a) WRA 5 0.5, (b) WRA 5 2, (c) ECI 5 0.3, (d) ECI 5 1.
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turn contributes directly to larger hCONDi because

the region of condensation extends over a greater

depth. In addition to wider regions of condensation and

evaporation associated with the lower cloud base,

somewhat larger magnitudes of the condensation and

evaporation rates occur for the small WRA simulation

compared to the large WRA simulation (Fig. 8d). Since

the smallWRA simulation has somewhat higher relative

humidity consistent with the lower cloud base, this is

likely attributable to the mixing of relatively moist air

into updrafts, which limits the effects of entrainment in

reducing the condensation rate compared to the large

WRA simulation.

To briefly summarize, perturbations to WRA dem-

onstrate the nonlinear interactions between cloud water

and surface precipitation. Reducing the rain accretion

process initially reduces PE and precipitation rate and

increases cloud water in the atmosphere, but the in-

creased cloud water is associated with a deeper cloud

layer (lower cloud base), leading to an increase in

hCONDi that compensates for the decrease in PE. The

opposite occurs for large WRA, thus resulting in little

sensitivity of PREC to WRA.

ECI also acts to remove cloud water from the atmo-

sphere, but through the riming process occurring at

temperatures below freezing. The response functions for

ECI clearly show the importance of the altitude at which

cloud water is being removed since, unlike WRA,

changes to ECI do result in a change in precipitation

rate; as ECI is increased there is an increase of PREC

over the upwind slope and decrease over the downwind

top (Fig. 10a). This is consistent with an increase in PE

over the upwind slope and a decrease over the down-

wind top, but little change in hCONDi. The decrease in

PE upwind by lowering ECI is expected since it corre-

sponds to a decrease in the conversion of cloud water to

precipitation through riming. Figures 9c and 9d show an

impact on cloud water amount above the freezing level

on the upwind top and slope as ECI is varied. Increased

snow amounts with an increase in ECI and the fallout

and subsequent melting of this snow leads to more

precipitation on the upwind slope. The PREC and PE

FIG. 10. As in Fig. 8, but for ECI.
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responses are similar to those for As (cf. Figs. 6a,b and

Figs. 10a,b). In contrast to WRA, perturbations to ECI

result in little change in hCONDi even though it also

affects the efficiency of conversion from cloud to pre-

cipitation. This occurs because ECI has little effect on

cloud water below the freezing level. The amount of

cloud water in descending air near cloud base is rela-

tively unaffected, leading to little impact on the cloud

base height. Thus, cloud depth is relatively unaffected

with perturbations to ECI, in contrast to WRA (cf.

Figs. 9c,d with Figs. 9a,b); correspondingly, there is little

impact on overall evaporation and condensation rates

whose magnitudes are much larger below the freezing

level than above.

c. Environmental experiments

Experiments were performed to test how the sensi-

tivities tomicrophysical parameter changes compared to

those in an environment where the wind profile is

reduced by 30% (LowU) or the temperature is reduced

to produce a freezing level that reaches below the

mountain peak (LowFL). The LowU experiment con-

tains the same amount of precipitable water compared

to the control simulation, but the reduction in horizontal

wind speed causes a reduction in the vertical velocities

(near the ground, vertical velocities are proportional to

mean horizontal wind speed times mountain slope)

resulting in a shallower cloud than in the control envi-

ronment (Fig. 11a). Precipitation rates for LowU are a

factor of 3 less than in the control (Fig. 11c), due to

smaller hCONDi and generally smaller PE (Figs. 11d,e).

Although the melting layer remains deep enough for

warm-rain processes to remain active, the reduced cloud

depth substantially reduces the contribution of ice

processes to surface precipitation, as seen from the re-

duced development of snow in Fig. 11a. The highest

total condensation and precipitation rates are shifted

toward the upwind top in LowU compared to the

control.

The LowFL experiment results in a deep cloud with a

detached upper-level ice cloud, similar to the control

(Fig. 11b). In addition, high-amplitude and frequency

lee waves are triggered downstream once the freezing

level descends below the mountain top (not shown).

These lee waves form clouds over the downwind foot-

hills and beyond. Although the precipitable water

available in the LowFL environment is 11.7 cm less than

for the control, the peak precipitation rate over the

upwind slope is closer to that of the control than LowU

(Fig. 11c). This is because the condensate produced

on the upwind slope is efficiently converted to precipi-

tation (Figs. 11d,e). A secondary peak in hCONDi is

FIG. 11. (top) As in Fig. 3a, but for (a) LowU and (b) LowFL. (bottom) Temporally averaged (hours 6–20) and

spatially averaged (6 regions) values for (c) precipitation rate (mmh21), (d) vertically integrated total condensation

rate (mmh21), and (e) precipitation efficiency. Solid black lines show values for the control simulation, dashed blue

lines for the LowFL experiment, and dotted orange lines for the LowU experiment.
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located over the downwind slope, due to the lee waves

previously mentioned, but because PE � 1 in this re-

gion, little of this condensate makes it to the surface as

precipitation. The reduction in freezing level allows for

more cloud area to exist above the freezing level, thus

increasing the potential for ice processes to dominate in

this environment, as shown by the spatial reduction of

rain in Fig. 11b.

Overall, the LowU case results in a reduction in the

magnitude of PREC responses to perturbations inAs, rs,

ECI, and WRA than in the control environment

(Figs. 12, 13), mainly due to less condensate being

available (Figs. 11a,d, 12c,f, 13c,f). Compared to the

control simulation, WRA does have a minor effect on

PREC in this case, with PREC increasing with WRA

over the upwind slope/top and downwind top associated

with a combination of large increases in PE and smaller

decreases in hCONDi (Fig. 13). Additionally, PE re-

sponses to ECI are weaker in the LowU case compared

to the control simulation (Fig. 13e). These responses are

expected, as LowU results in weaker ascent, causing a

reduction in the amount of cloud water available above

the freezing level, thus allowing for warm-rain processes

to dominate precipitation production. Although the

ice processes play a smaller role in this case, the

mechanisms controlling PE and hCONDi are similar to

those in the control environment: 1) changes in PE pri-

marily explain the PREC responses to As and rs per-

turbations (Fig. 12), and 2) WRA affects hCONDi
through changes in the cloud base, while ECI does not

(Fig. 13).

In contrast to the control environment and LowU

environments, perturbations to As in the LowFL case

produce notable impacts on hCONDi (Fig. 14). With a

lower freezing level in the LowFL case, more of the

cloud depth is present above the freezing level, and

thus more cloud condensation occurs, so that As has

a noticeable effect on hCONDi in addition to WRA

(Fig. 15c). Figure 16 illustrates this effect. Along the

upwind slope the horizontal extent of cloud water above

the freezing level increases as As is decreased, meaning

that condensation extends over a wider region, leading

to greater hCONDi on the upwind slope. The opposite

occurs downwind, where hCONDi increases as As is

increased; this seems to be due to large As inducing

higher-amplitude lee waves compared to small As, re-

sulting in more condensation downwind (Fig. 16). As for

WRA, the hCONDi response functions are flatter than

those in the control simulation (Fig. 15c); this is most

likely due to a reduced impact of warm-rain processes

FIG. 12. (top) Snow fall speed coefficient (As) and (bottom) snow particle density (rs) response functions for (a),(d) precipitation rate

(mmh21); (b),(e) precipitation efficiency; and (c),(f) vertically integrated total condensation rate (mmh21) for the LowU experiment.

Black vertical lines depict the control parameter value.
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on cloud and precipitation development because of the

lower freezing level. For LowFL there is a minimal re-

sponse of PREC, PE, and hCONDi to changes in rs
(Figs. 14d–f), and PREC to changes in ECI (Fig. 15d),

compared to the control simulation. These results reflect

the complexity of precipitation sensitivities; although ice

microphysical processes are generally expected to play a

larger role in this case, this does not hold true for all of

the associated parameter perturbations.

4. Summary and conclusions

Idealized 2D simulations of moist, nearly neutral flow

over a bell-shaped mountain were performed using

CM1. The idealized upwind sounding was guided by

observations from an atmospheric river event during the

2015 OLYMPEX field campaign. The objective of these

simulations was to explore the sensitivity of orographic

precipitation to changes in microphysical parameters,

as well as testing the robustness of these results in dif-

ferent environments. Fifteen microphysical parameters

associated with both ice and warm-rain processes

within the Morrison microphysics scheme were per-

turbed over a range of values encompassing the uncer-

tainty and variability in these parameters. Two

environmental sensitivity experiments were performed

where the wind speed profile was reduced by 30% and

the temperature was reduced enough to result in a

freezing level below the mountain peak. These experi-

ments allowed us to explore the precipitation sensitivity

to microphysical parameters in environments where

different precipitation processes were dominant.

Four parameters stood out as most influential to pre-

cipitation and cloud development: snow fall speed co-

efficient As, snow particle density rs, rain accretion

multiplicative factor (WRA), and ice–cloud water col-

lection efficiency (ECI). Parameters As and rs affect

snow particle characteristics, while WRA and ECI are

related to particle interaction (collection) processes.

Precipitation rate responses to As and rs perturbations

are mainly a result of changes to precipitation efficiency

(PE) through direct and indirect impacts, respectively,

on snow fall speed. This results in a location-dependent

orographic precipitation sensitivity with an increase

of windward precipitation and decrease downwind with

an increase of As, with the opposite occurring as rs
is increased. Increasing WRA leads to greater removal

of cloud water below the freezing level from conver-

sion of cloud to precipitation and reduced hCONDi
caused by drying and raising of the cloud base height.

Increased PE compensates for the decrease in hCONDi
and results in little sensitivity on PREC. On the other

FIG. 13. As in Fig. 12, but for (top) WRA and (bottom) ECI.
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hand, increasing ECI also removes cloud water from

the atmosphere yet does cause changes to PREC. In-

creasing ECI results in a decrease in cloud water above

the freezing level, but little effect on updraft speeds or

hCONDi below the freezing level, where the largest

condensation rates occur. An increase in riming effi-

ciency through large ECI results in responses similar to

those for increasing As. In conclusion, we see that

FIG. 15. As in Fig. 13, but for the LowFL experiment.

FIG. 14. As in Fig. 12, but for the LowFL experiment.
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1) microphysical parameters that directly or indirectly

impact snow fall speed induce a large sensitivity on

the location of orographic precipitation and

2) perturbations to processes that affect the conversion

of cloud water to precipitation will result in different

sensitivities to cloud development, orographic pre-

cipitation, and thermodynamics–dynamics, depend-

ing on where the cloud water is affected in the

vertical.

The environmental experiments showed that per-

turbing the upwind environment results in changes to

the dynamics, which has consequences for the pre-

cipitation distribution and amount, as found in MR06

and T15. Compared to perturbations of the micro-

physical parameters, the total amount of precipita-

tion was more sensitive to environmental parameter

perturbations. Overall, reducing wind speed had a

strong effect on the amount of precipitation, while the

changes in microphysical parameters in this environ-

ment had similar mechanisms responsible for changes in

precipitation as in the control environment. However,

because this case had much less condensate, the sensi-

tivities were weaker. Lowering the freezing level

through a reduction in the temperature profile resulted

inAs having an effect on hCONDi, while PREC and PE

were insensitive to rs perturbations. Changes to the

freezing level also had an effect on the overall location

of maximum precipitation, shifting it upstream to where

the freezing level was above the surface and warm-rain

processes could aid in precipitation production. In gen-

eral, our results show complex responses of micro-

physical parameter perturbations to precipitation

for environments where different cloud processes

dominate, that is, warm-rain processes in LowU and ice

processes in LowFL.

The orographic precipitation sensitivities to micro-

physical parameter perturbations found in this study

have implications to forecasting andwatermanagement.

Our results show these parameter perturbations have a

strong influence on where precipitation falls, thus influ-

encing which water basins may receive precipitation

over a mountainous region. The environmental param-

eter changes had a larger effect on the total amount of

precipitation and its distribution, and hence should

continue to be explored in conjunction with micro-

physics. Evaluation of parameter sensitivity is also im-

portant for ensemble forecasting and data assimilation,

as generation of ensembles increasingly relies on per-

turbations to model physics as well as initial conditions

(Berner et al. 2017). It is generally not computationally

feasible to perturb every parameter in the full set of

model parameterization schemes. Our results suggest

that a small subset of the total number of parameters are

responsible for most of the microphysics-induced vari-

ability in orographic precipitation.

Although the results presented here focused on oro-

graphic precipitation, parameters such as WRA, ECI,

and As also showed effects on the liquid and ice water

paths. While cloud radiative effects are beyond the scope

of this study, we suggest that future work should explore

the impact of microphysical parameter perturbations on

cloud optical properties and radiative transfer.

These results highlight the complexity of the oro-

graphic precipitation response to microphysical param-

eter changes, leading us to the following questions: 1)

will changing various parameters simultaneously modify

FIG. 16. As in Fig. 9, but with smaller values of cloud water condensation contours (dark orange contours5 23
1024 g kg21 s21, orange contours5 3.253 1024 g kg21 s21, yellow contours5 53 1024 g kg21 s21) and cloud water

evaporation rate (dark green contours 5 22 3 1023 g kg21 s21, green contours 5 23.25 3 1024 g kg21 s21, cyan

contours 5 25 3 1024 g kg21 s21) for (a) As 5 5.86 and (b) As 5 17.58.
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the precipitation response, and 2) how do simultaneous

changes to microphysical, environmental, and mountain

shape parameters affect the orographic precipitation sen-

sitivity?To answer these questions, futureworkwill involve

performing multivariate perturbations using the parame-

ters tested in this study as well as additional environmental

and mountain geometry parameters. The goal will be to

understand the orographic precipitation response to pa-

rameter covariation and the effects of interacting parame-

ter perturbations.

Acknowledgments. The authors thank George Bryan

for his assistance with the CM1 source code; Kristen

Rasmussen for helping to get access to OLYMPEX

sounding data; and Rich Rotunno, Dale Durran, and

Marty Ralph for their helpful suggestions in setting up

our control and environmental perturbation soundings.

We would also like to thank three anonymous reviewers

for their comments, which have improved the clarity and

contents of this manuscript. A.M. is hosted by the National

Center for Atmospheric Research (NCAR) and the Me-

soscale and Microscale Meteorology lab. Part of this work

was funded by NCAR’s Advance Study Program’s Gradu-

ate Student Fellowship and by NASA Interdisciplinary Sci-

ence Grant NNX14AG68G. H.M. was partially supported

by the U.S. Department of Energy Atmospheric System

Research Grant DE-SC0016476. The National Center for

Atmospheric Research is sponsored by the National Sci-

ence Foundation.Aportion of this researchwas carried out

at the Jet Propulsion Laboratory, California Institute of

Technology, under a contract with theNationalAeronautics

and Space Administration.

REFERENCES

Berner, J., and Coauthors, 2017: Stochastic parameterization:

Toward a new view of weather and climate models. Bull.

Amer. Meteor. Soc., 98, 565–588, https://doi.org/10.1175/

BAMS-D-15-00268.1.

Bryan, G. H., and J. M. Fritsch, 2002: A benchmark simulation for

moist nonhydrostatic numerical models.Mon. Wea. Rev., 130,

2917–2928, https://doi.org/10.1175/1520-0493(2002)130,2917:

ABSFMN.2.0.CO;2.

Colle, B. A., 2004: Sensitivity of orographic precipitation to changing

ambient conditions and terrain geometries: An idealized mod-

eling perspective. J. Atmos. Sci., 61, 588–606, https://doi.org/

10.1175/1520-0469(2004)061,0588:SOOPTC.2.0.CO;2.

——, and C. F. Mass, 2000: The 5–9 February 1996 flooding event over

the Pacific Northwest: Sensitivity studies and evaluation of the

MM5precipitation forecasts.Mon.Wea. Rev., 128, 593–617, https://

doi.org/10.1175/1520-0493(2000)128,0593:TFFEOT.2.0.CO;2.

——, and Y. Zeng, 2004a: Bulk microphysical sensitivities within

the MM5 for orographic precipitation. Part I: The Sierra 1986

event. Mon. Wea. Rev., 132, 2780–2801, https://doi.org/

10.1175/MWR2821.1.

——, and ——, 2004b: Bulk microphysical sensitivities within the

MM5 for orographic precipitation. Part II: Impact of barrier

width and freezing level. Mon. Wea. Rev., 132, 2802–2815,

https://doi.org/10.1175/MWR2822.1.

——,M. F. Garvert, J. B.Wolfe, C. F.Mass, and C. P.Woods, 2005:

The 13–14 December 2001 IMPROVE-2 Event. Part III:

Simulated microphysical budgets and sensitivity studies.

J. Atmos. Sci., 62, 3535–3558, https://doi.org/10.1175/JAS3552.1.

Dettinger, M. D., F. M. Ralph, T. Das, P. J. Neiman, and D. R.

Cayan, 2011: Atmospheric rivers, floods and the water re-

sources of California. Water, 3, 445–478, https://doi.org/

10.3390/w3020445.

Durran, D. R., and J. B. Klemp, 1982: On the effects of mois-

ture on the Brunt–Väisälä frequency. J. Atmos. Sci., 39,

2152–2158, https://doi.org/10.1175/1520-0469(1982)039,2152:

OTEOMO.2.0.CO;2.

Guan, B., N. P. Molotch, D. E. Waliser, E. J. Fetzer, and P. J.

Neiman, 2010: Extreme snow fall events linked to atmospheric

rivers and surface air temperature via satellite measurements.

Geophys. Res. Lett., 37, L20401, https://doi.org/10.1029/

2010GL044696.

——,——,——,——, and P. J. Neimen, 2013: The 2010/2011 snow

season in California’s Sierra Nevada: Role of atmospheric

rivers andmodes of large-scale variability.Water Resour. Res.,

49, 6731–6743, https://doi.org/10.1002/wrcr.20537.

Harrington, J. Y., K. Sulia, and H. Morrison, 2013: A method for

adaptive habit prediction on bulk microphysical models. Part

I: Theoretical development. J. Atmos. Sci., 70, 349–364, https://

doi.org/10.1175/JAS-D-12-040.1.

Hobbs, P. V., R. C. Easter, and A. B. Fraser, 1973: A theoretical

study of the flow of air and fallout of solid precipitation

over mountainous terrain: Part II. Microphysics. J. Atmos.

Sci., 30, 813–823, https://doi.org/10.1175/1520-0469(1973)

030,0813:ATSOTF.2.0.CO;2.

Houze, R. A., Jr., and Coauthors, 2017: The Olympic Mountains

Experiment (OLYMPEX). Bull. Amer. Meteor. Soc., 98,

2167–2188, https://doi.org/10.1175/BAMS-D-16-0182.1.

Jankov, I., P. J. Schultz, C. J. Anderson, and S. E. Koch, 2007:

The impact of different physical parameterizations and

their interactions on cold season QPF in the American

River Basin. J. Hydrometeor., 8, 1141–1151, https://doi.org/

10.1175/JHM630.1.

——, J.-W. Bao, P. J. Neiman, P. J. Schultz, H. Yuan, and A. B.

White, 2009: Evaluation and comparison of microphysical al-

gorithms in ARW-WRF model simulations of atmospheric

river events affecting the California coast. J. Hydrometeor., 10,

847–870, https://doi.org/10.1175/2009JHM1059.1.

Jiang, W., and R. B. Smith, 2003: Cloud timescales and orographic

precipitation. J. Atmos. Sci., 60, 1543–1559, https://doi.org/

10.1175/2995.1.

Kim, J., D. E. Waliser, P. J. Neiman, B. Guan, J.-M. Ryoo, and

G. A.Wick, 2013: Effects of atmospheric river landfalls on the

cold season precipitation in California. Climate Dyn., 40, 465–

474, https://doi.org/10.1007/s00382-012-1322-3.

Leung, L. R., andY. Qian, 2009: Atmospheric rivers induced heavy

precipitation and flooding in the westernU.S. simulated by the

WRF regional climate model.Geophys. Res. Lett., 36, L03820,

https://doi.org/10.1029/2008GL036445.

Lin, Y., and B. A. Colle, 2009: The 4–5 December 2001

IMPROVE-2 Event: Observed microphysics and compar-

isons with the Weather Research and Forecasting Model.

Mon. Wea. Rev., 137, 1372–1392, https://doi.org/10.1175/

2008MWR2653.1.

——, and ——, 2011: A new bulk microphysical scheme that

includes riming intensity and temperature dependent

1952 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 75

https://doi.org/10.1175/BAMS-D-15-00268.1
https://doi.org/10.1175/BAMS-D-15-00268.1
https://doi.org/10.1175/1520-0493(2002)130<2917:ABSFMN>2.0.CO;2
https://doi.org/10.1175/1520-0493(2002)130<2917:ABSFMN>2.0.CO;2
https://doi.org/10.1175/1520-0469(2004)061<0588:SOOPTC>2.0.CO;2
https://doi.org/10.1175/1520-0469(2004)061<0588:SOOPTC>2.0.CO;2
https://doi.org/10.1175/1520-0493(2000)128<0593:TFFEOT>2.0.CO;2
https://doi.org/10.1175/1520-0493(2000)128<0593:TFFEOT>2.0.CO;2
https://doi.org/10.1175/MWR2821.1
https://doi.org/10.1175/MWR2821.1
https://doi.org/10.1175/MWR2822.1
https://doi.org/10.1175/JAS3552.1
https://doi.org/10.3390/w3020445
https://doi.org/10.3390/w3020445
https://doi.org/10.1175/1520-0469(1982)039<2152:OTEOMO>2.0.CO;2
https://doi.org/10.1175/1520-0469(1982)039<2152:OTEOMO>2.0.CO;2
https://doi.org/10.1029/2010GL044696
https://doi.org/10.1029/2010GL044696
https://doi.org/10.1002/wrcr.20537
https://doi.org/10.1175/JAS-D-12-040.1
https://doi.org/10.1175/JAS-D-12-040.1
https://doi.org/10.1175/1520-0469(1973)030<0813:ATSOTF>2.0.CO;2
https://doi.org/10.1175/1520-0469(1973)030<0813:ATSOTF>2.0.CO;2
https://doi.org/10.1175/BAMS-D-16-0182.1
https://doi.org/10.1175/JHM630.1
https://doi.org/10.1175/JHM630.1
https://doi.org/10.1175/2009JHM1059.1
https://doi.org/10.1175/2995.1
https://doi.org/10.1175/2995.1
https://doi.org/10.1007/s00382-012-1322-3
https://doi.org/10.1029/2008GL036445
https://doi.org/10.1175/2008MWR2653.1
https://doi.org/10.1175/2008MWR2653.1


ice-characteristics. Mon. Wea. Rev., 139, 1013–1035, https://doi.

org/10.1175/2010MWR3293.1.

Lin, Y.-L., S. Chiao, T.-A.Wang, M. L. Kaplan, and R. P. Weglarz,

2001: Some common ingredients for heavy orographic rainfall.

Wea. Forecasting, 16, 633–660, https://doi.org/10.1175/1520-

0434(2001)016,0633:SCIFHO.2.0.CO;2.

Liu, C., K. Ikeda, G. Thompson, R. Rasmussen, and J. Dudhia,

2011: High-resolution simulations of wintertime pre-

cipitation in the Colorado headwaters region: Sensitivity to

physics parameterizations. Mon. Wea. Rev., 139, 3533–

3553, https://doi.org/10.1175/MWR-D-11-00009.1.

Marwitz, J. D., 1987: Deep orographic storms over the Sierra

Nevada. Part I: Thermodynamic and kinematic structure.

J. Atmos. Sci., 44, 159–173, https://doi.org/10.1175/1520-

0469(1987)044,0159:DOSOTS.2.0.CO;2.

Medina, S., B. F. Smull, R. A. Houze Jr., and M. Steiner, 2005:

Cross-barrier flow during orographic precipitation events:

Results from MAP and IMPROVE. J. Atmos. Sci., 62, 3580–

3597, https://doi.org/10.1175/JAS3554.1.

Miglietta, M. M., and R. Rotunno, 2005: Simulations of moist

nearly neutral flow over a ridge. J. Atmos. Sci., 62, 1410–1427,

https://doi.org/10.1175/JAS3410.1.

——, and ——, 2006: Further results on moist nearly neutral flow

over a ridge. J. Atmos. Sci., 63, 2881–2897, https://doi.org/

10.1175/JAS3793.1.

Minder, J. R., D. R. Durran, and G. H. Roe, 2011: Mesoscale

controls on the mountainside snow line. J. Atmos. Sci., 68,

2107–2127, https://doi.org/10.1175/JAS-D-10-05006.1.

Morales, A., R. S. Schumacher, and S. M. Kreidenweis, 2015:

Mesoscale vortex development during extreme precipitation:

Colorado, September 2013. Mon. Wea. Rev., 143, 4943–4962,

https://doi.org/10.1175/MWR-D-15-0086.1.

Morrison, H., and J. A. Milbrandt, 2015: Parameterization of

cloud microphysics based on the prediction of bulk ice

particle properties. Part I: Scheme description and ideal-

ized tests. J. Atmos. Sci., 72, 287–311, https://doi.org/

10.1175/JAS-D-14-0065.1.

——, J. A. Curry, and V. I. Khvorostyanov, 2005: A new double-

moment microphysics parameterization for application in

cloud and climate models. Part I: Description. J. Atmos. Sci.,

62, 1665–1677, https://doi.org/10.1175/JAS3446.1.

——, G. Thompson, and V. Tatarskii, 2009: Impact of cloud mi-

crophysics on the development of trailing stratiform pre-

cipitation in a simulated squall line: Comparison of one- and

two-moment schemes.Mon. Wea. Rev., 137, 991–1007, https://

doi.org/10.1175/2008MWR2556.1.

Neiman, P. J., F. M. Ralph, G. A. Wick, Y.-H. Kuo, T.-K. Wee,

Z. Ma, G. H. Taylor, andM. D. Dettinger, 2008b: Diagnosis of

an intense atmospheric river impacting the Pacific Northwest:

Storm summary and offshore vertical structure observed with

COSMIC satellite retrievals.Mon. Wea. Rev., 136, 4398–4420,

https://doi.org/10.1175/2008MWR2550.1.

Ralph, F. M., P. J. Neiman, and R. Rotunno, 2005: Dropsonde

observations in low-level jets over the northeastern Pacific

Ocean from CALJET-1998 and PACJET-2001: Mean

vertical-profile and atmospheric-river characteristics. Mon.

Wea. Rev., 133, 889–910, https://doi.org/10.1175/MWR2896.1.

——, ——, G. A. Wick, S. I. Gutman, M. D. Dettinger, D. R.

Cayan, and A. B. White, 2006: Flooding on California’s Rus-

sian River: Role of atmospheric rivers.Geophys. Res. Lett., 33,

L13801, https://doi.org/10.1029/2006GL026689.

——,——,G. N. Kiladis, K.Weickman, andD.W. Reynolds, 2011:

A multiscale observational case study of a Pacific atmospheric

river exhibiting tropical–extratropical connections and a me-

soscale frontal wave.Mon. Wea. Rev., 139, 1169–1189, https://

doi.org/10.1175/2010MWR3596.1.

Stoelinga, M. T., and Coauthors, 2003: Improvement of micro-

physical parameterization through observational verification

experiment. Bull. Amer. Meteor. Soc., 84, 1807–1826, https://

doi.org/10.1175/BAMS-84-12-1807.

——, R. E. Stewart, G. Thompson, and J. M. Thériault, 2013: Mi-

crophysical processes within winter orographic cloud and pre-

cipitation systems.MountainWeatherResearch andForecasting,

F. Chow, S. DeWekker, and B. Snyder, Ed., Springer, 345–408.

Tushaus, S. A., D. J. Posselt, M. M. Miglietta, R. Rotunno, and

L. Delle Monache, 2015: Bayesian exploration of multivariate

orographic precipitation sensitivity for moist stable and neu-

tral flows. Mon. Wea. Rev., 143, 4459–4475, https://doi.org/
10.1175/MWR-D-15-0036.1.

Yuter, S. E., and R. A. Houze Jr., 2003: Microphysical modes

of precipitation growth determined by S-band vertically

pointing radar in orographic precipitation during MAP.

Quart. J. Roy. Meteor. Soc., 129, 455–476, https://doi.org/

10.1256/qj.01.216.

Zagrodnik, J. P., L. A. McMurdie, and R. A. Houze Jr., 2018:

Stratiform precipitation processes in cyclones passing over a

coastal mountain ridge. J. Atmos. Sci., 75, 983–1004, https://

doi.org/10.1175/JAS-D-17-0168.1.

JUNE 2018 MORALE S ET AL . 1953

https://doi.org/10.1175/2010MWR3293.1
https://doi.org/10.1175/2010MWR3293.1
https://doi.org/10.1175/1520-0434(2001)016<0633:SCIFHO>2.0.CO;2
https://doi.org/10.1175/1520-0434(2001)016<0633:SCIFHO>2.0.CO;2
https://doi.org/10.1175/MWR-D-11-00009.1
https://doi.org/10.1175/1520-0469(1987)044<0159:DOSOTS>2.0.CO;2
https://doi.org/10.1175/1520-0469(1987)044<0159:DOSOTS>2.0.CO;2
https://doi.org/10.1175/JAS3554.1
https://doi.org/10.1175/JAS3410.1
https://doi.org/10.1175/JAS3793.1
https://doi.org/10.1175/JAS3793.1
https://doi.org/10.1175/JAS-D-10-05006.1
https://doi.org/10.1175/MWR-D-15-0086.1
https://doi.org/10.1175/JAS-D-14-0065.1
https://doi.org/10.1175/JAS-D-14-0065.1
https://doi.org/10.1175/JAS3446.1
https://doi.org/10.1175/2008MWR2556.1
https://doi.org/10.1175/2008MWR2556.1
https://doi.org/10.1175/2008MWR2550.1
https://doi.org/10.1175/MWR2896.1
https://doi.org/10.1029/2006GL026689
https://doi.org/10.1175/2010MWR3596.1
https://doi.org/10.1175/2010MWR3596.1
https://doi.org/10.1175/BAMS-84-12-1807
https://doi.org/10.1175/BAMS-84-12-1807
https://doi.org/10.1175/MWR-D-15-0036.1
https://doi.org/10.1175/MWR-D-15-0036.1
https://doi.org/10.1256/qj.01.216
https://doi.org/10.1256/qj.01.216
https://doi.org/10.1175/JAS-D-17-0168.1
https://doi.org/10.1175/JAS-D-17-0168.1



