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Abstract— The airborne Conical Scanning Millimeter-wave
Imaging Radiometer (CoSMIR) has participated in the Global
Precipitation Measurement (GPM) Olympic Mountains Experi-
ment (OLYMPEX) from November to December, 2015, with great
success. With similar channels as that of the GPM Microwave
Imager (GMI) at 89–183 GHz, CoSMIR served as a proxy
for GMI by flying onboard the DC-8 Aircraft for a total of
17 science flights, collecting over 72 h of observations. The high-
quality, calibrated brightness temperature data set is the result of
several improvements made to CoSMIR prior to OLYMPEX to
make the instrument more reliable. This paper describes these
improvements and gives a detailed summary of the CoSMIR
measurements obtained from OLYMPEX. CoSMIR experienced
minor performance issues during the campaign, most of them
were not excessive and only resulted in a loss of approximately
4 h of data for the entire campaign. Performance issues are
discussed and shown how they were mitigated to achieve a quality
data set. Comparisons of CoSMIR and GMI observations are
presented to show that the CoSMIR measurements agree well
with GMI. The CoSMIR data set is publicly available as a part
of the OLYMPEX data suite and can reliably be used in the
GPM algorithm development and related studies.

Index Terms— Airborne radiometer, GPM, microwave
radiometry, Olympic Mountains Experiment (OLYMPEX),
precipitation.

I. INTRODUCTION

GROUND validation (GV) is an important component of
the Global Precipitation Measurement (GPM) mission,

evidenced by the multiple extensive field campaigns conducted
both before and after the launch of the GPM Core Observatory
(CO) on February 27, 2014. The GPM mission improves
upon the capabilities of its predecessor, the Tropical Rainfall
Measuring Mission (TRMM), by expanding the range of
observations to higher latitudes, measuring falling snow and
lighter precipitation, and increasing the spatial and temporal
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resolution of precipitation measurements by utilizing a con-
stellation of sensors [1], [2]. GV efforts play a critical role
in improving the precipitation retrieval algorithms for GPM
and validating the satellite products, ensuring that the retrieval
algorithms accurately portray the conditions at the surface
and throughout the atmosphere [3]. Several GV campaigns
were coordinated in mid- and high-latitude regions, where
TRMM did not observe, or the regions, where the precipitation
retrieval algorithms have significant errors. While many GV
efforts focused on installing the extensive ground networks of
instruments, other campaigns utilized networks of both ground
and airborne instruments. Some of these airborne instruments
were sensors similar to those onboard the GPM CO, which
enabled the airborne instruments to be used as proxies for the
GPM CO instruments. The Conical Scanning Millimeter-wave
Imaging Radiometer (CoSMIR) served as the proxy for the
GPM Microwave Imager (GMI) high-frequency (89–183 GHz)
channels [4] in four GPM GV campaigns from 2011 to 2015.
This paper discusses the performance of CoSMIR in the
last GPM GV campaign, the Olympic Mountains Experiment
(OLYMPEX) [5].

CoSMIR collects observations at frequencies similar to GMI
near 166 and 183 GHz that were not included in the TRMM
Microwave Imager (TMI) [6], so the instrument contributes
valuable information for algorithm developers using the GPM
GV data. The GMI precipitation retrieval algorithm is adapted
from TMI and updated to include a physical-based retrieval
over land [7]. The 89–183-GHz channels are essential for
overland precipitation retrieval, and CoSMIR measurements
aid in understanding how these high frequencies are impacted
by rain and snow from various storm structures over different
terrains. Of particular interest to algorithm developers are
the 166-GHz measurements. The 166-GHz channels were
included in GMI to measure falling snow, as many studies
showed that measurements in the 150–166-GHz range have a
high sensitivity to falling snow [8], [9]. The scattering signals
in the 89- and 183-GHz channels have also been shown to aid
in snowfall detection over land [10]. In addition, the difference
between the vertical and horizontal polarized brightness tem-
peratures, the polarization difference (PD), is also of interest.
Orientation of ice crystals in clouds produce PDs at 89 and
166 GHz, and correctly modeling this ice scattering is impor-
tant for retrieval algorithms [11], [12]. In conjunction with
ground-based precipitation measurements and other airborne
observations, such as in situ cloud particle measurements
and radar reflectivities, CoSMIR observations can be used to
increase the understanding of how clouds and precipitation
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impact the radar and radiometer measurements onboard space-
craft platforms. This will aid in constraining the precipitation
retrieval algorithms and improving the assumptions included
in those algorithms.

In order to make a valuable contribution to the GV data set,
CoSMIR needs to provide accurate and stable measurements.
CoSMIR experienced some anomalies in the first three GPM
GV campaigns it participated in: the Mid-latitude Continental
Convective Clouds Experiment (MC3E) in 2011 [13], the
GPM Cold Season Precipitation Experiment (GCPEX) in
2012 [14], and the Integrated Precipitation and Hydrology
Experiment (IPHEX) in 2014 [15]. Some of the major prob-
lems encountered previously were radio frequency interference
in the 183-GHz channels during MC3E, synchronization issues
between the instrument computer and aircraft in IPHEX, inop-
erable 165-GHz horizontal polarization channel in IPHEX, and
numerous data dropouts. As a result, considerable time and
effort were spent prior to OLYMPEX to improve CoSMIR’s
performance in the campaign. The result was that CoSMIR
acquired the highest quality data set from OLYMPEX com-
pared with the prior three campaigns. The data are avail-
able at the Global Hydrology Resource Center (GHRC)
(https://ghrc.nsstc.nasa.gov/home/field-campaigns) for all four
campaigns.

This paper gives an extensive description of the CoSMIR
instrument improvements and the measurements collected
during the OLYMPEX campaign, thereby giving data users
the knowledge of data availability and quality. This paper
will first describe the CoSMIR instrument and improvements
made prior to the OLYMPEX campaign. Next, CoSMIR’s
performance in OLYMPEX will be presented along with an
explanation of the performance issues that we encountered.
A description of how we mitigated the performance issues
during the campaign and in software processing is included.
Finally, the data quality will be assessed by comparing the
measurements of GMI and CoSMIR.

II. INSTRUMENT

A. Description

CoSMIR is a conical and cross-track scanning total power
radiometer, originally designed and built for use in the Special
Sensor Microwave Imager Sounder (SSMIS) calibration and
validation efforts [16]. CoSMIR was built with high-frequency
channels similar to SSMIS and designed to operate on NASA’s
ER-2 Aircraft or another similar high-altitude aircraft. Prior
to the GPM GV campaigns, the CoSMIR center frequencies
were modified to be more equivalent to the GMI center
frequencies and dual polarization was added for the 165.5-GHz
channel [13]. Table I gives the center frequencies, bandwidth,
polarization (vertical: v, horizontal: h), and noise equivalent
delta temperature (NEDT) for CoSMIR. For simplicity, when
referencing the CoSMIR channels in this paper, the nine
channels will hereafter be identified as the following: 50, 52,
89v, 89h, 165v, 165h, 183 ± 1, 183 ± 3, and 183 ± 7 GHz.

The CoSMIR scan head contains the antennas, receivers,
power conditioning, and data digitization. The scan head is
mounted onto a scan pedestal, which consists of an azimuth

TABLE I

COSMIR CENTER FREQUENCIES (FC), BANDWIDTH (BW), POLARIZA-
TION (POL), AND NEDT

Fig. 1. Laboratory photograph of the CoSMIR scan head mounted onto the
scan pedestal.

over elevation dual-axis gimbaled scanning mechanism, two
calibration targets (hot and cold), the electronics, the data
acquisition, and the aircraft interface (see Fig. 1). During
the OLYMPEX campaign, the scan pedestal was mounted
in the DC-8 aft cargo bay. The hot calibration target was
heated to approximately 320 K, and the cold calibration
target was exposed to the ambient air temperature that varied
from approximately 230 K to 250 K at the DC-8 cruising
altitude of approximately 11.8 km. The scanning mechanism
is programmable via software and can be programmed to
scan strictly conical or cross track, or a combination of
the two referred to as hybrid scanning. Since the GPM
radiometer constellation contains both conical and cross-track
sensors, the hybrid mode was chosen as the nominal mode
for OLYMPEX. This gives observations over a wide variety
of viewing angles to develop and validate the precipitation
algorithms.

One complete rotational cycle of the instrument operating
in hybrid scan mode consists of two conical scans and two
cross-track scans with a hot and cold calibration target look
after each earth-view scan. During this cycle, the azimuth
angle rotates once through a full 360◦ and the elevation twice,
as shown in Fig. 2. The corresponding 89v radiometer counts
from a flight are also displayed in Fig. 2, along with the
labels showing the conical scans (1 and 3), cross-track scans
(2 and 4), hot target looks (H), and cold target looks (C). The
ground track footprints for the earth-view scans are shown in
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Fig. 2. CoSMIR scan pattern for one complete cycle, where the azimuth
rotates once and the elevation twice. Corresponding 89v radiometer counts
are shown during an OLYMPEX flight. (1) and (3): Earth-view conical scans.
(2) and (4) Cross-track scans. “H” and “C” refer to the hot and cold target
looks, respectively.

Fig. 3. CoSMIR ground track modeled for one complete rotation cycle
consisting of two conical (black circles) and two cross-track (gray circles)
scans. The aircraft ground speed is 200 m/s and the altitude is 11.8 km.
(1)–(4): Labels in Fig. 2.

Fig. 3. At an aircraft altitude of 11.8 km, i.e., the approximate
cruising altitude of the DC-8 during OLYMPEX, the footprint
of the conical scan is 1.3 × 1.9 km, and the footprint of
the cross-track scan at nadir is 0.8 × 0.8 km. CoSMIR
greatly oversamples for both scans, and the final product is
a downsampled version of the original pixels, resulting in
51 samples per scan for both conical and cross track. The
conical scan swath width is 29 km and takes approximately
3 s to complete. The cross-track scan swath width is 27 km
and takes approximately 2 s to complete.

For OLYMPEX, CoSMIR scanned from left to right for
both conical and cross-track scans and always performed the
conical scan in the forward direction at a nominal elevation
angle of 49.2◦. The azimuth and elevation angles shown in
Fig. 2 are with respect to the instrument and not the aircraft.

The instrument flips over between the first cross track and the
second conical scan, so even though the azimuth angle for the
second conical scan is 180◦ greater than the first conical scan,
both conical scans are in the forward direction with respect to
the aircraft. This results in the order of the calibration target
looks (hot then cold versus cold then hot) being different
after the first conical/cross-track scans versus the second ones,
as seen in Fig. 2.

B. Recent Modifications

CoSMIR participated in the MC3E, GCPEX, and IPHEX
GV campaigns with varying levels of success. While accurate
observations were collected for those campaigns, data dropouts
and channel malfunctions happened frequently. To improve the
quality of the CoSMIR data set for OLYMPEX and to make
the instrument more reliable for future field campaigns, several
modifications were done to CoSMIR between the IPHEX and
OLYMPEX campaigns. The CoSMIR scan head and scan
pedestal were built in the early 2000s, but no major upgrades
were made to the instrument since then, except to change the
center frequencies to match GMI.

The major CoSMIR improvements prior to OLYMPEX
included the thermal system, power system, video amplifier,
and all of the 165-GHz channel hardware minus the feed.
The thermal system was updated to chip heaters that allowed
for better temperature control of the RF parts and saved
space by eliminating the thermal control board. The power
system was redesigned with a custom board to provide all
required voltage regulations internal to the scan head, which
improved grounding and eliminated noise in the radiometric
data from the CPU clock. The video amplifiers were replaced
with operational amplifiers, and the connectors were replaced
with parts more suited for aircraft environment temperatures
and vibrations. Finally, the 165-GHz receiver was redesigned
using new technology that significantly decreased the size of
the receiver by replacing the waveguide with 2.92-mm coaxial
cables. These modifications significantly improved the quality
of the CoSMIR data obtained from OLYMPEX compared to
the prior GV campaigns.

CoSMIR was further improved after we identified and
corrected two anomalies while testing the instrument in a
thermal chamber prior to OLYMPEX. The first anomaly we
detected was an issue with the motion control that caused the
azimuth angle to travel during operation. After a few hours
in the thermal chamber, we noticed that the center of the
conical scan where the azimuth angle equals 0◦ had trav-
eled counterclockwise by nearly 90◦, meaning that CoSMIR
would be scanning to the side of the aircraft rather than
the front. Unfortunately, the raw data showed no evidence
of this anomaly, as CoSMIR uses an incremental azimuth
encoder that starts from its absolute position (0◦) when the
instrument is turned ON. Our solution to this problem was
a software fix that pulled the absolute position two times
per cycle, before each cross-track scan, so that the azimuth
encoder could essentially restart. We had to slow down the
scan in order to do this, adding about 1 s each time. This
can be seen in Fig. 2, where there is an extended cold or
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hot target look prior to the cross-track scan. After detecting
this motion control anomaly, we analyzed data from prior
campaign flights to see if this occurred during past flights
by looking at the geolocation of CoSMIR footprints over
coastal crossings, where the low-frequency channels observe
the surface. We noticed the azimuth angle traveling for some
but not all of the flights that we have analyzed, but we
could not identify why only some flights were impacted.
This azimuth anomaly is a potential source of error in the
geolocation for past flights, and we plan to update the past
GPM field campaign data to correct this error.

The second anomaly we detected was striping in the raw
counts, found when analyzing the chamber data in software.
As mentioned previously, the instrument flips over every
other scan to keep the conical scan in the forward direction.
We noticed the raw counts jumped every other scan with
a consistent offset, correlated with the instrument position.
We determined that this was due to parts shifting slightly in
the drum, potentially causing grounding issues. To mitigate
this count offset, we electrically isolated the parts in the drum
and improved the mechanical structure.

III. AIRCRAFT MEASUREMENTS

CoSMIR operated extremely well for most of the campaign.
We obtained a diverse data set that includes observations from
various storm structures over both land and ocean (see [5]
for an in-depth discussion of the extratropical cyclone sectors
observed in each flight). This section will briefly describe the
flights, explain the complications that we encountered with
CoSMIR, and show some of the quality control performed on
the data set.

A. Description of Flights

There were a total of 17 science flights and one engi-
neering test flight for which we collected the CoSMIR data.
The engineering test flight was based out of the NASA’s
Armstrong Flight Research Center Palmdale, CA, USA, and
is included as part of the data set. The science flights were
based out of Joint Base Lewis–McChord just south of Tacoma,
WA, USA. A total of 72 h and 8 min of quality-controlled
CoSMIR data were collected from the flights with only about
4 h of potential science data lost due to complications with the
instrument. Table II gives the date of each flight (in month/day
format), the times during which CoSMIR data were collected,
the GPM CO overpass time if applicable, and a summary of the
instrument’s performance. Nominal operation occurred when
all nine channels operated for the entire flight in the hybrid
scanning mode with no software or hardware issues. While
this happened for less than half of the flights, most of the
flights were still considered a success, as a successful flight is
considered to be one where the channels necessary for science
(89–183 GHz) all operated for the duration of the flight.
The hardware issues and loss of 50- and 52-GHz channels did
not adversely affect the collection of the necessary scientific
data. A detailed explanation of the performance summary is
included in Section III-B.

Fig. 4. CoSMIR data from a postfrontal system on December 4, 2015, for
(Top) conical and (Bottom) cross-track scans. The brightness temperature for
each channel is shown along with the aircraft roll.

Fig. 4 displays the CoSMIR data acquired on 12/04 during
a nominal operation flight. The brightness temperatures (TBs)
from the nine channels are shown for conical scans (top)
and cross-track scans (bottom) along with the aircraft roll
below the brightness temperature subplots. For this flight, the
DC-8 flew over a postfrontal system, observing both the ocean
and mountains. Several coastal crossings are apparent in the
50-, 52-, and 89-GHz channels. Early in the flight, CoSMIR
observed several areas of strong convection that caused signif-
icant TB depressions in the 89-, 165-, and 183-GHz channels.
These are some of the coldest TBs seen during the campaign
for the 165 and 183 channels. The 12/10 flight observed
slightly colder TBs during a more significant postfrontal
convection event.

B. Performance Issues During OLYMPEX

The first complication we encountered during the campaign
was a broken azimuth encoder. This made CoSMIR unable
to scan in the azimuth direction, losing the ability to perform
conical scanning. This occurred during the transit flight on
11/10, resulting in no data being collected for that flight.
The following three flights on 11/12, 11/13, and 11/14 col-
lected data in the cross-track mode only as we waited for the
new azimuth encoder to arrive to fix the conical scan.

The second complication we encountered involved the
DC-8 power supply for the hot target that first manifested
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TABLE II

OLYMPEX DC-8 FLIGHTS WITH COSMIR PERFORMANCE SUMMARY

during the 11/24 flight. Early in the flight, the hot target
temperature started dropping, an indication that the heaters for
the target were not working properly. We toggled the switch
on the power supply for the heaters, and this appeared to
resolve the issue as the hot target temperature looked nominal
for the rest of the flight. However, this became a recurring
issue for several flights afterward where we would have to
toggle the power supply switch early in the flight due to the
hot target temperature dropping. After the 12/03 flight, we
determined we had a faulty power supply for the heaters,
as the output voltage was too high. We then connected the
heaters to the same power supply as the archive computer.
This worked properly on the 12/04 flight, but for the next
three flights, the archive computer crashed mid-flight, causing
a loss of recorded data, as the computer was down (more

in the following). Finally, after the 12/10 flight, we obtained
a new power supply for the heaters and ran the heaters and
archive computer off different power supplies for the rest of the
campaign (same setup as the start of the campaign). CoSMIR
performed nominally for the last four flights.

The third complication involved the loss of the 50- and/or
52-GHz channels mid-flight due to the output exceeding the
range of the A/D. Table II details the flights during which
this happened and at what time the channel was lost. These
channels have an additional amplifier compared to the other
channels, so when the air temperature is very cold, the 50-
and 52-GHz channels have more gain. The flights during
which we lost these channels were some of the coldest
air temperatures we encountered during the campaign. Even
without the 50- and/or 52-GHz channels, we still consider
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Fig. 5. Radiometer counts from (Top) nominal operation flight (11/18) and
(Bottom) flight during which the 52-GHz channel counts increased out of
detectable range (12/03). The large drops in counts are where the aircraft
rolled.

those flights to be successful since those channels are SSMIS
heritage channels and were not essential to the OLYMPEX
campaign. Fig. 5 shows the raw radiometer counts for the
11/18 and 12/03 flights, where 11/18 (top) is a nominal
operation flight and 12/03 (bottom) is a flight during which the
52-GHz counts increased out of detectable range. On 11/18,
after the instrument reached a stable operating temperature,
the counts also became stable and remained that way for the
rest of the flight. By contrast, the 12/03 flight had several
channels that continued to increase in gain throughout the
flight, including the 52-GHz channel, which increased rapidly
to go out of detectable range.

The final complication during the campaign was the archive
computer shutting down mid-flight. The archive computer
stores all data during the flight, and the calibration and
scan head computers synchronize with the archive com-
puter. Therefore, when the archive computer shuts down,
CoSMIR is inoperable. This issue manifested itself when we
removed the faulty power supply after the 12/03 flight and
ran both the heaters and computer off one power supply for
the 12/04–12/10 flights. Everything worked properly for the
12/04 flight; however, the following three flights experienced
a failure of the archive computer after a couple of hours. Our
attempts to reboot the computer on 12/05 were unsuccessful,
and we lost about 3 h of potential data for that flight.
On 12/08 and 12/10, we were able to successfully reboot the
archive computer, but we lost the computer that records the
hot target temperature. The hot target was still being heated
properly, but knowing the temperature of the hot target is
essential for calibration. We decided to continue recording data
and attempt to correct for the missing hot target temperatures
in software processing, as will be described in Section III-C.

Fig. 6. Hot target versus cold target temperature for all flights after the
hot target temperature stabilized (approximately 2 h into the flight). The days
circled are used to estimate the hot target temperature for 12/08 and 12/10,
where we lost the hot target temperature recording mid-flight.

Once we obtained the new power supply for the heaters, the
computer behaved nominally for the last four flights.

C. Quality Control

1) Hot Target Model: In order to produce the calibrated
brightness temperatures for the 12/08 and 12/10 flights,
we developed a model to estimate the hot target tempera-
ture during the time period where it was not recorded. The
heaters kept the hot target temperature at a relatively stable
temperature during flight; however, it still fluctuated by about
1 K even after it reached a stable value. This is a significant
change that impacts the calibration and needs to be accounted
for; therefore, it is not accurate to assume a constant hot target
temperature. We examined the data from all other flights and
found that the hot target temperature for 12/08 and 12/10 can
be roughly estimated using the relationship between the hot
and cold target temperatures from the other flights. Fig. 6 dis-
plays this relationship. Data from the beginning of the flight
(approximately 2 h) are excluded to remove the time period
before the targets reached a stable operating temperature. The
circled data points correspond to flights during which the
heater power supply did not undergo a failure. These data
points all lie roughly along a line, whereas on the days that
the heater power supply failed, the hot target temperature
was colder than it should have been. A linear relationship
is derived from the data points circled in Fig. 6, and this
relationship is used to estimate the hot target temperature
based on the recorded cold target temperature for the 12/08 and
12/10 flights. The average cold target temperatures for the
12/08 and 12/10 flights were approximately −33◦ C and
−21◦ C, respectively, and these values fall within the range
of cold target temperatures recorded from the other flights.

To estimate the error in TBs due to this approach, the
linear relationship derived from Fig. 6 is used to calculate
the hot target temperature from a flight during which we did
not experience a computer failure. The difference between
the true TB and estimated TB is used to estimate the error
in TBs for the 12/08 and 12/10 flights. Fig. 7 shows this
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Fig. 7. Error in TB for 12/13 when using the relationship from Fig. 6 to
estimate the hot target temperatures. The difference in TB is less than 0.3 K
for all channels, so this method can reasonably be used to estimate the hot
target temperatures for the 12/08 and 12/10 flights.

error for the 12/13 flight. The error is greatest at the coldest
temperatures and equals zero where the TB is equal to the cold
target temperature. This flight is chosen for evaluation since
it experienced the warmest cold target temperatures, which
means that it has the largest error at the coldest temperatures
in comparison to the other flights. The difference between the
true TB and fit TB is less than 0.3 K, which is an acceptable
error, as the accuracy of CoSMIR is approximately 1 K. Most
channels have errors less than 0.1 K, and for the 89h and
165h channels that have the greatest number of values larger
than 0.1 K, 98% of pixels have a difference less than 0.1 K.
The other OLYMPEX flights were evaluated as well and show
very similar errors, so we conclude that the error in TB for
12/08 and 12/10 flights is less than 0.3 K.

2) Geolocation: We thoroughly analyzed the CoSMIR foot-
print geolocation to ensure that the aircraft navigation data
were correctly processed and that the azimuth and elevation
angles recorded by CoSMIR were accurate. To determine the
geolocation accuracy, we superimposed the TBs on Google
Earth and looked at coastal crossings in the 89h channel. The
CoSMIR 50 and 89v/h channels are sensitive to the surface in
most conditions except very high precipitation or thick clouds,
and there is a large contrast between the ocean TB and land
TB at these frequencies. This contrast is seen in Fig. 4, which
shows several coastal crossings. The 89h channel shows the
largest difference in TB from land to ocean, so this channel
is used here for the geolocation analysis.

One major correction to the recorded CoSMIR azimuth
angle was made as a result of analyzing the geolocation.
A recorded azimuth angle of 0◦ assumes that CoSMIR is
pointing directly forward in line with the nose of the air-
craft. However, after CoSMIR was mounted on the aircraft,
we noticed that CoSMIR did not perfectly align with the nose
of the aircraft at 0◦ azimuth. We estimated this azimuth offset
by physically rotating the instrument to visually align with
the nose of the aircraft and observing the recorded change in
azimuth angle on the computer. This offset is estimated to be

Fig. 8. Google Earth image of 11/24 89h TBs (Top) before and (Bottom)
after correcting the azimuth angle. Google Earth was used to confirm the
correct geolocation for all flights with observations from coastal crossings.

approximately 4◦ to the right (clockwise) and was confirmed
using Google Earth. Unfortunately, after we replaced the
broken azimuth encoder prior to the 11/18 flight, CoSMIR
was remounted to the aircraft 18◦ counterclockwise (to the
left) from its original home position. This is a negative azimuth
offset, so adding this to the original 4◦ mounting offset results
in a −14◦ azimuth offset from the nose of the aircraft. This
offset was also confirmed using Google Earth and occurs for
all flights from 11/18 onward.

Fig. 8 shows the Google Earth map of the 89h TBs from
the beginning of the 11/24 flight. Fig. 8 (top) shows the uncor-
rected geolocation, and Fig. 8 (bottom) shows the corrected
geolocation (adding a −14◦ azimuth offset). We analyzed
many images like this from several flights, looking at coast-
lines in several directions. While this method of determining
geolocation is prone to human error and lacks precision,
we estimate the maximum CoSMIR geolocation error is less
than 0.5 km.

IV. DATA ANALYSIS

We analyzed the data for accuracy by first comparing the
CoSMIR observations with GMI during the flights with a GPM
CO overpass and by second looking at the PD of the 89- and
165-GHz channels and comparing it to the literature as well
as the GMI measurements.

A. GMI Comparison

The DC-8 coordinated several flights with a GPM CO
overpasses to validate GPM’s precipitation algorithms and
allow comparisons between the similar instruments on the
GPM CO and the aircraft. Several of these overpasses were
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TABLE III

GMI VERSUS COSMIR CENTER FREQUENCY, BANDWIDTH, EIA, AND FOOTPRINT COMPARISON

also coordinated to align the other two aircraft (ER-2 and
Citation) with the DC-8 to obtain coincident measurements
among the three aircraft and GPM CO. GMI on GPM
CO has been analyzed and shown to be a very well cali-
brated radiometer [17], so GMI can be used as a calibra-
tion reference for determining the accuracy of the CoSMIR
observations.

There are a few differences in instrument characteristics
between GMI and CoSMIR that need to be taken into account
when comparing the two radiometers. The center frequency,
polarization bandwidth, earth incidence angle (EIA), and foot-
print size for GMI and CoSMIR are given in Table III. There is
a slight difference in center frequency at the 165-GHz channel,
and the polarization is different at the 183-GHz channels.
Differences in TB due to the 165 GHz center frequency offset
should be minimal, and the PD at 183 GHz will be minimal
except in locations of strong convection with oriented cloud
ice particles. The bandwidths are also different, especially
for the 89-GHz channel, which may cause some small TB
differences between GMI and CoSMIR. The large difference
in EIA at 89 GHz is a factor that will contribute to fairly
large differences in TB over the ocean surface. Due to aircraft
pitch and roll changes, the CoSMIR EIA experiences large
fluctuations during flight. Therefore, observations with an EIA
difference larger than ±3◦ from nominal or aircraft roll larger
than ±1◦ are filtered out and not included in the crossover
dataset. The nominal EIA for CoSMIR is calculated assuming
0◦ pitch and roll for the aircraft. In reality, the DC-8 flies with
a slight pitch, typically between 1◦ and 2◦. This moves the
CoSMIR EIA closer to the GMI EIA for 89 GHz than what
is listed in Table III but causes a larger difference between
CoSMIR and GMI at the 165- and 183-GHz channels. The
last major difference in GMI and CoSMIR is the footprint
size. CoSMIR has a smaller footprint size than GMI, and
this can cause significant TB differences, where there are
heterogeneous areas of precipitation and clouds or surface
characteristics. To help mitigate this, the crossover data set
includes CoSMIR observations only within 15 min of the
GPM CO overpass time and with a distance of less than 1
km between the footprint centers. This gives sufficient data
for averaging while keeping similar observations between
CoSMIR and GMI of cloud and precipitation structures and the
surface.

Fig. 9. Locations of CoSMIR/GMI crossover points by date for the 165-
and 183-GHz channels. CoSMIR observations within 1 km and 15 min of the
GMI pixels are considered a part of the crossover data set.

Fig. 9 shows the location of the crossover points between
CoSMIR and GMI by date, and Fig. 10 shows the TB
comparison. The GMI 1C V05A data set obtained from
the NASA Precipitation Processing System is used for this
analysis [18]. There is some significant scatter in the TBs
in Fig. 10, mostly attributed to heterogeneous scenes where
the difference in footprint sizes between GMI and CoSMIR
matters greatly. The difference in EIAs for 89 GHz can be
seen most strongly in 89v for the dates that contain several
overocean observations, 11/24 and 12/19, where the GMI TBs
are significantly warmer than CoSMIR due to GMI’s higher
EIA. The PD for the 183-GHz channels can also be seen
at cold TBs, where the GMI 183-GHz TBs become several
Kelvins warmer than the CoSMIR TBs due to areas of strong
convection.

A mean TB difference (GMI–CoSMIR) is calculated and
shown in Table IV along with the standard deviation. Several
filters are applied to arrive at this difference to reduce the
scatter seen in Fig. 10. First, all pixels, where 183 ± 3 are
warmer than 183±7, are removed, as these indicate the places
of potential convection and cloud ice scattering. Areas where
the PD (v-pol minus h-pol) at 89- and 165-GHz channels
is greater than 10 K are removed, which helps to eliminate
the pixels with strong contribution from the polarized ocean
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Fig. 10. GMI versus CoSMIR TB for all crossover points. The large scatter
in the 89- and 165-GHz channels is mostly due to heterogeneous precipitation
regions, and the difference between v-pol (GMI) and h-pol (CoSMIR) for the
183-GHz channels can be seen for convective regions.

TABLE IV

GMI-COSMIR TB DIFFERENCE USING THE CROSSOVER POINTS

FILTERED FOR CONVECTION AND PD AT 89 GHz. ALL

CHANNELS EXCEPT 165H HAVE A MEAN DIFFERENCE

WITHIN THE COSMIR ACCURACY OF 1.0 K

surface, where the EIA differences have an impact. This
also helps to remove the convective regions, where CoSMIR
may see larger TB depressions than GMI due to the smaller
footprint size. The average CoSMIR EIA for these mean
differences is 50.6◦ with a standard deviation of 0.98◦ , which
indicates that some error due to EIA differences may still
contribute to the differences seen in Table IV. There is also
the possibility that the CoSMIR EIA has errors due to any
uncertainties in how well the instrument pointing is known.
The aircraft pitch and roll reported are very accurate, but the
elevation and azimuth angles reported by CoSMIR may have
errors due to the instrument mounting offsets.

The geolocation analysis showed that the maximum error
in geolocation is 0.5 km, which translates to an EIA error
of approximately 1◦. The error due to GMI observing any
atmosphere on top of the DC-8 is determined to be negligible.
The contribution of the atmosphere above the aircraft is
estimated to be on the order of 0.1 K for the GMI-like
channels, as the majority of the water vapor is below the DC-8

Fig. 11. PD for CoSMIR for all science flights. Colors indicate the number
of observations. There is a lack of very cold TBs for 89 GHz, but the shapes
are similar to what is expected.

Fig. 12. PDs as a function of v-pol TB for CoSMIR (o symbol) and GMI
(+ symbol) crossovers for (Top) 89 and (Bottom) 165 GHz. The PDs for both
radiometers show very similar shapes.

altitude of 11.8 km and does not have a significant impact
on this comparison. The differences noticed in Table IV are
therefore most likely a result of footprint sizes and calibration
differences. All channels except 165h have a mean difference
within the CoSMIR accuracy of 1.0 K.
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B. Polarization Difference

The PD is calculated as the difference between vertically
and horizontally polarized TBs. The first spaceborne radiome-
ter with dual polarization near the 165-GHz channel was the
Microwave Analysis and Detection of Rain and Atmospheric
Structures (MADRAS) instrument onboard Megha-Tropiques,
with a center frequency at 157 GHz. Unfortunately, MADRAS
encountered performance issues and was eventually turned
OFF, but there were still sufficient data to observe the PD signal
at 157 GHz from space, although the observations were limited
to the tropics [19]. GMI on the GPM CO allows for near-global
observations of the PD at 166 GHz and is currently the only
spaceborne radiometer with dual polarization at this channel.
Gong and Wu [20] looked at the 89- and 166-GHz PD for GMI
and found that a maximum PD exists for both frequencies
around 200 K–210 K. Panegrossi et al. [21] showed the
value of the GMI 166-GHz polarization signal in obtaining
snowfall retrievals. In this section, we present the CoSMIR
PD observations at 89 and 166 GHz to show the accuracy of
the CoSMIR measurements in relation to GMI.

Fig. 11 shows 2-D histograms of the CoSMIR PD for
89 GHz (top) and 165 GHz (bottom) as a function of the
v-pol TB using all flight data. Colors indicate the number of
observations. To help isolate the pixels, where scattering is the
main contribution to the top of atmosphere TB, instead of the
surface or only absorption, pixels where the 165v(165h) TBs
are greater than 89v(89h) are removed. While OLYMPEX did
not focus on observing storm structures with strong convec-
tion, CoSMIR still recorded some cold TBs at 165 GHz, but
this lack of strong convection means that very cold 89v TBs
were not observed. However, even with the lack of sufficient
cold TB data, it is still apparent that there is a maximum in
the curve for both channels around 200 K–210 K, which was
seen with GMI [20].

Fig. 12 shows the CoSMIR PD compared with GMI PD,
using the crossover data set described previously. The two
radiometers give very similar results. The large discrepancy
in the 89-GHz PD over the ocean can be seen in the 11/24,
11/25, and 12/19 flights, due to the difference in viewing
angles between CoSMIR and GMI.

V. CONCLUSION

CoSMIR flew on the DC-8 in the OLYMPEX GPM field
campaign from November to December, 2015, and obtained a
well-calibrated brightness temperature data set of over 72 h
of observations. This high-quality data set was a result of
extensive updates to the CoSMIR instrument done prior to
the campaign as well as improved software processing and
analysis. This allowed CoSMIR to collect the highest quality
data set in OLYMPEX compared to the prior three GPM cam-
paigns that CoSMIR flew in. The data are publicly available
from the GHRC in the HDF5 format [22].

This paper gave a detailed summary of the CoSMIR
instrument improvements and the performance during the
OLYMPEX campaign. The instrument updates were done to
make the instrument more reliable for OLYMPEX and poten-
tial future campaigns. CoSMIR was also tested in a thermal

chamber, and as a result, we identified an azimuth angle error
and striping in the data that we were able to correct prior to
deployment. CoSMIR experienced minor performance issues
during the campaign, including a broken azimuth encoder,
loss of the 50- and/or 52-GHz channels to gain increases, and
computer anomalies. The broken azimuth encoder resulted in
three flights that only collected data in cross-track scanning
mode, which are still useful observations for data users. Losing
the 50- and/or 52-GHz channels due to gain increases did
not significantly impact our data set, as those channels were
not essential to the OLYMPEX campaign. The computer
anomalies caused the most significant issues, resulting in the
computer shutting down mid-flight a few times and the loss of
approximately 4 h of potential data. We were able to mitigate
most of these performance issues and were still able to collect
a high-quality data set.

Data analysis showed the accuracy of the CoSMIR measure-
ments by comparing with GMI observations during the coor-
dinated GPM CO overpass flights. The GMI-similar channels
show a mean difference within 1.0 K between CoSMIR and
GMI. The PD at 89 and 165 GHz was also calculated, and
the PD results are very similar to what has been seen with
GMI observations. These analyses show that the OLYMPEX
CoSMIR data set may be reliably used for the algorithm
development.
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