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Abstract

The OLYMPEX field campaign, which took place around the Olympic Mountains of Washington State during winter 2015-2016, provided data for evaluating the simulated microphysics and precipitation over and near that barrier. Using OLYMPEX observations, this paper assesses precipitation and associated microphysics in the WRF-ARW model over the U.S. Pacific Northwest. Model precipitation from the University of Washington real-time WRF forecast system during the OLYMPEX field program (November 2015 to February 2016) and an extended period (2008-2018) showed persistent underprediction of precipitation, reaching 100 mm yr$^{-1}$ over the windward side of the coastal terrain. Increasing horizontal resolution does not substantially reduce this underprediction.

Evaluating surface disdrometer observations during the 2015-2016 OLYMPEX winter, it was found that the operational University of Washington WRF modeling system using Thompson microphysics poorly simulated the rain drop size distribution over a windward coastal valley. Although liquid water content was represented realistically, drop diameters were overpredicted, and, consequently, the rain drop distribution intercept parameter was underpredicted.

During two heavy precipitation periods, WRF realistically simulated environmental conditions, including wind speed, thermodynamic structures, integrated moisture transport, and melting levels. Several microphysical parameterization schemes were tested in addition to the Thompson scheme, with each exhibiting similar biases for these two events. We show that the parameterization of aerosols over the coastal Northwest offered only minor improvement.
1. Introduction

The fidelity of model moist physics is a key issue for the operational numerical weather prediction community (Fritsch et al., 1998; Droegemeier et al., 2003). In much of the world, orographic precipitation provides substantial water resources, and therefore accurate simulations of precipitation and moist physics in terrain is crucial. A number of past field campaigns have examined moist physics in orography [e.g., the Cascade Project (Hobbs et al., 1971), CYCLES (Hobbs, 1978), the Sierra Cooperative Pilot Project (Reynolds and Dennis, 1986), CASPII (Cober et al., 1995), WISP (Rasmussen et al., 1992), MAP (Binder et al., 1996), and IMPROVE (Stoelinga et al., 2003)], but limitations in observing capabilities reduced their ability to evaluate parameterizations in mesoscale models. To address these limitations and to serve as ground validation for the NASA Precipitation Measurement Mission satellite for the Global Precipitation Mission (Hou et al., 2014; Skofronick-Jackson et al., 2017), the OLYMPEX field program was conducted during the winter of 2015-2016. A variety of midlatitude frontal systems were sampled during OLYMPEX by an extensive collection of satellite, aircraft, surface, and radar observations that provided a comprehensive microphysical description of these systems. Additional details of the OLYMPEX field campaign are found in Houze et al. (2017).

Ice microphysics impact the fidelity of simulated orographic precipitation (e.g., Hobbs et al., 1973; Rutledge and Hobbs 1983; Reisner et al. 1998; Gilmore et al. 2004), and the understanding of ice microphysics has improved based on observations from several field campaigns. As a result, model representation of snow has become more accurate, particularly with respect to snow shape and assumed size distributions (e.g., Colle and Zeng 2004; Colle et al. 2005; Woods et al. 2007; Thompson et al. 2008; Milbrandt et al. 2008; Lin and Colle 2009; Milbrandt et al. 2010). Riming parameterizations have also improved (e.g., Ferrier 1994; Myers et al. 1997;...
Geresdi, 1998; Thompson et al. 2008; Milbrandt and Yau, 2005a; Morrison et al., 2009; Morrison and Grabowski, 2010; Lin et al., 2013), with the most recent developments focusing on variable riming or single-category ice microphysics schemes (Morrison and Milbrandt 2015). Yet, deficiencies do remain in the models, especially with regard to excessive snow production aloft (Conrick and Mass, 2019).

Recent efforts have focused on improving the representation of cloud condensation nuclei (CCN) and ice nuclei (IN) in bulk microphysics schemes. Simulations of aerosol impacts on precipitation have found that a reduction in CCN can invigorate warm rain processes (Alizadeh-Choobari and Gharaylou, 2017; Li et al., 2008; Khain, 2009; Khain, 2012; Tao et al., 2012; Thompson and Eidhammer, 2014; Nugent et al., 2016), which may be important along the relatively warm coastal areas of the Pacific Northwest, an area of generally low CCN concentrations. The impact of aerosols on midlatitude orographic precipitation may depend on location, precipitation intensity, and precipitation type. For instance, when exploring the impact of CCN on midlatitude orographic precipitation using a spectral bin model, Fan et al. (2014) showed that the introduction of dust aerosol to a pristine environment increased precipitation 10-20% over the Sierra Nevada of California due to an enhancement of snow. For mixed-phase orographic precipitation, Fan et al. (2017) demonstrated that increasing aerosol concentrations downstream of the Sierra Nevada suppressed precipitation.

There have been several evaluations of the fidelity of simulated winter precipitation over the Pacific Northwest. Early studies by Colle et al. (1999) and Colle and Mass (2000) found overprediction of precipitation over the steep windward slopes of the Washington and Oregon Cascades, with underprediction in the lee of these barriers. In later work, Colle et al. (2000) demonstrated that light-to-moderate precipitation was overpredicted over windward slopes of
Washington State, while heavy precipitation events were underpredicted. Similarly, during the IMPROVE experiment, overprediction was noted along windward slopes of the Oregon Cascades (Colle and Zeng 2004; Garvert et al. 2005a,b; Lin and Colle 2009). In contrast, Minder et al. (2008) found underprediction of extreme winter precipitation events over windward slopes of the coastal Olympic Mountains.

A limitation of past model evaluations was the lack of observations of rain drop size distributions (DSDs), which prevented precipitation biases from being explained in the context of simulated or observed DSDs. Furthermore, the extent to which aerosol concentrations may impact Pacific Northwest precipitation biases has not been explored, despite the potential susceptibility of precipitation in the Pacific Northwest to changes in aerosol concentrations (Zhang et al. 2011; Joos et al. 2017). These issues are explored in this paper.

The aim of this study is to evaluate precipitation biases and low-level microphysics in the Weather Research and Forecasting (WRF) model, comparing observed and simulated rain drop size distributions and precipitation during the OLYMPEX winter experiment and two heavy-precipitation events. Our goal is to explore the following questions:

1. What biases exist in simulated precipitation over the Pacific Northwest in current microphysical parameterization schemes?
2. How do simulated rain characteristics (drop size distributions and number concentrations) vary as a function of precipitation forecast accuracy?
3. How does choice of microphysics scheme and CCN concentration affect simulated rain DSDs during two heavy-precipitation events?

This paper is organized as follows: Section 2 presents an overview of the model configuration.
Results of a microphysical evaluation of real-time forecasts during the OLYMPEX winter are given in section 3, and two heavy precipitation events are documented in Section 4. Finally, Section 5 offers concluding remarks.

2. Model configurations and precipitation data

a. Model Configuration

During OLYMPEX, real-time operational forecasts were produced by the University of Washington using the Weather Research and Forecasting Model (WRF-ARW; Skamarock et al., 2005) version 3.7.1. A 36-12-4-1.33 km domain configuration was utilized with 38 vertical levels (Fig. 1a), with the innermost domain covering Washington State. Initialization and boundary conditions were driven by the 0.5-degree NOAA/National Weather Service Global Forecast System (GFS) gridded forecasts, with some surface parameters initialized from other sources. Boundaries were updated and the 36-km grid nudged every 3 hours using the GFS forecasts.

Parameterization options included the NOAH-MP land surface model (Ek et al. 2003), the RRTMG radiation scheme (Iacono et al., 2008), the Yonsei University (YSU; Hong et al., 2006) boundary/surface-layer (PBL) scheme, and Thompson microphysics (Thompson et al., 2008). A cumulus parameterization scheme (Grell-Freitas; Grell et al. 2013) is utilized for all but the 1.33-km domain.

For simulations of two heavy precipitation events that occurred during OLYMPEX, WRF-ARW version 3.8.1 was applied. The model configuration was identical to the operational configuration described previously, except: (1) All simulations used a 36-12-4-1.33 km domain.

---

1 See the University of Washington online weather prediction portal for more information: https://atmos.washington.edu/wrfrt/
configuration using 51 vertical levels, with the 1.33 km domain centered over the Olympic Peninsula (c.f., Fig. 1a, Fig. 1b); and (2) 0.25-degree GFS gridded forecasts were used for initial and 3-h boundary conditions. Since new GFS runs are available every 6 h, only forecast hours 00 and 03 were used for boundary conditions and 36-km grid nudging. Simulations were conducted using a variety of microphysics schemes, including the Milbrandt-Yau double-moment (MY2; Milbrandt and Yau 2005), Morrison double-moment (MORR2; Morrison et al. 2009), P3 (Morrison and Milbrandt 2015), Stony Brook University (SBUYLIN; Lin and Colle 2011), Thompson (THOMP; Thompson et al. 2008), WSM6 (Hong and Lim 2006), and WDM6 (Lim and Hong 2010) schemes. Output from the 1.33-km domain was stored every 10 minutes.

b. Surface observations of rainfall

Precipitation data were obtained from the National Weather Service (NWS) Automated Surface Observing System (ASOS), the MesoWest cooperative mesonet (including RAWS sites; Horel et al., 2002), and OLYMPEX rain gauges. Figure 2a shows stations that were used for the analysis presented in Section 3. WRF precipitation was interpolated to observation locations through a Cressman approach for the 36, 12, and 4 km domains and extracted from the nearest grid point for the 1.33 km domain.

Several OLYMPEX surface stations were utilized in our analyses (Fig. 2b). All sites had co-located dual tipping-bucket rain gauges and Parsivel disdrometers for capturing rain drop size distributions (DSD). These sites were calibrated and maintained during the OLYMPEX intensive observing period to ensure optimal performance (Houze et al. 2017) and were within or near the Quinault Valley on the windward side of the Olympic Mountains. Following OLYMPEX, data
were extensively reviewed by project personnel. Data that failed the quality control checks described below were removed. For microphysical evaluations, we analyzed the median volume diameter$^2$ ($D_0$), liquid water content (LWC; the rain water mass mixing ratio), and the normalized rain intercept parameter$^3$ ($N_w$) from the Parsivel units. These variables were chosen because they can be directly compared to model output and are necessary to describe raindrop size distributions.

Precipitation data from ASOS and RAWS rain gauge networks were quality controlled by removing excessively large values (6-h accumulation exceeding 15 inches/381 mm or when 6-h accumulation was more than 3 inches (76 mm) greater than any other station within 100 km). Days with more than 5% of hourly rainfall data missing were excluded from analysis. ASOS instruments undergo routine quality control and calibration procedures, including an extensive three-step routine involving built-in automated checks and inspection of observations by National Weather Service personnel$^4$. Site visits are conducted if data appears suspect. The rain gauges deployed by NASA during OLYMPEX were tipping bucket gauges from Met One, Inc. According to Petersen et al. (2017a), these gauges have an accuracy of ±0.5% at 13 mm hr$^{-1}$ and ±1% at 25-75 mm hr$^{-1}$.

The Parsivel disdrometers, also deployed by NASA, were quality controlled in the field as part of the data acquisition process (Petersen et al. 2017b), beginning with removal of data associated with rain rates less than 0.01 mm h$^{-1}$ or less than 10 drops. In order to eliminate potentially erroneous drop counts, a threshold is employed to remove drops if their fall velocity is not within 50% of the terminal fall velocity of an identically sized drop as computed from Beard et al. (1976).

---

$^2$ The median volume diameter ($D_0$) is defined as the diameter of a raindrop in a volume of air such that half the drops in that volume have a greater diameter and half have a smaller diameter.

$^3$ $N_w$ provides the ability to compare observed (gamma) drop size distributions with those from model microphysics schemes (gamma or exponential) and is directly related to the rain drop number concentration.

$^4$ The ASOS User Manual outlines the procedures taken to ensure quality ASOS data. For more information: https://www.weather.gov/media/asos/aum-toc.pdf
Finally, in processing the data, we exclude Parsivel data if more than 5% of data is missing during a 10-minute averaging period.

Determining the sampling uncertainty of OLYMPEX instruments is an important step toward model comparison. Because we are using operational data, it is difficult reliably quantify sampling uncertainty without multiple co-located measurements. However, there have been a number of studies, many by NASA personnel, which have assessed the uncertainty of these instruments. Wang et al. (2008) found that measurements from NASA tipping bucket gauges are more accurate (<15% mean relative absolute error) when data are considered over periods greater than 7 minutes, which is shorter than the period we analyze. Tokay et al. (2010) compared the accuracy of co-located ASOS, RAWS, and NASA gauges using a year of precipitation data. Their key findings were that NASA gauge biases were less than 10%, while ASOS and RAWS gauges had errors less than 15%. The sampling uncertainty of $D_0$ and number concentration from co-located Parsivel disdrometers was documented by Jaffrain and Berne (2011), who demonstrated that number concentration uncertainty was less than 5% and $D_0$ uncertainty less than 7% at temporal averages exceeding 10 minutes. Thus, there is confidence that the observing systems used in this study are sufficiently accurate for model evaluation.

3. Results of OLYMPEX wintertime simulations

a. Fidelity of incoming moisture flux during the OLYMPEX project

Before evaluating model microphysics, it is important to evaluate the fidelity of the coastal winds and incoming moisture, since they play a controlling role on moist physics. For example, vertically integrated moisture flux (integrated water vapor transport; IVT) is strongly correlated with U.S. West Coast orographic precipitation (Nieman et al., 2008; Lin et al., 2013) and is a key
parameter in defining and forecasting atmospheric rivers (e.g., Newell et al., 1992; Zhou and Newell, 1998). Furthermore, IVT forecast errors have been shown to correlate with precipitation errors (Lin et al., 2013).

To determine whether the simulated flow and IVT impinging on the Olympic Peninsula during OLYMPEX are accurate, the 1000-850 hPa IVT from the UW real-time WRF forecasts initialized at 0000 UTC for forecast hours 06-24 were compared against observed values from rawinsondes at Quillayute (UIL) during the November 2015 to February 2016 period (Fig. 3). There is excellent agreement ($r^2 = 0.95; p < 0.001$) over the entire period, with a mean error of 3.41 kg m$^{-1}$ s$^{-1}$. Figure 4 shows 1000-850 hPa mean wind speed and water vapor mixing ratio, the constituents of IVT, during the same period. As with IVT, results show excellent agreement between observations and simulations ($r^2 > 0.9; p < 0.001$). Thus, the low-level simulated synoptic environment appears to agree well with observations during the OLYMPEX period.

b. **Extended precipitation evaluation**

Figure 5 presents gridded cumulative precipitation forecast errors across the Pacific Northwest based on the UW WRF forecasts from November 2015 to February 2016. Forecasts were initialized daily at 0000 UTC, and forecast hours 6-24 were analyzed by interpolating model output to individual stations within each one degree box and computing a mean cumulative precipitation forecast error for that box.

Along the Pacific coastal zone and over the windward slopes of the coastal terrain there was considerable underprediction for the 36-km grid, with cumulative errors exceeding 100 mm. This underprediction was modestly reduced as grid spacing was decreased from 36 km to 12 km, with little improvement at 4 and 1.33 km grid spacing. For the remainder of the region,
overprediction generally dominated, particularly inland along the windward slopes of the Oregon Cascades and east of the Cascade crest. To further evaluate winter precipitation bias, a decade (2008-2018) of winter precipitation forecasts from WRF was analyzed (Fig. 6), showing a similar result: coastal underprediction and inland overprediction regardless of model resolution.

A relevant question is whether these results are influenced by gauge undercatch. Over higher terrain and east of the Cascades crest, it is reasonable to expect most winter precipitation reaching the ground would be snow instead of rain, and thus gauge undercatch may be of concern, particularly during strong winds (Rasmussen et al. 2011). However, over the Pacific coastal zone, where freezing levels typically vary between 800 m and 2800 m during winter storms (Lundquist et al. 2008), nearly all precipitation reaching the surface is rain, and is thus less impacted by undercatch. This is particularly true during anomalously warm atmospheric river events with an average melting level of approximately 2300 m (Zagrodnik et al. 2018).

c. Microphysical evaluation during the OLYMPEX winter

Surface-based microphysical observations during OLYMPEX were mainly located on the windward (western) slopes of the Olympic Mountains in the Quinault River Valley. In an effort to understand why winter underprediction is prevalent over the coastal zone, we consider liquid-phase microphysics data from Parsivel disdrometers and rainfall from co-located tipping bucket rain gauges (sites shown in Fig. 2b). To compute mean drop diameter ($D_0$) and the normalized rain intercept parameter ($N_w$), we used the formulations from Thompson et al. (2008), and to produce an accurate comparison to observations, we limited the calculations to the size range of the Parsivel ($D \geq 0.25$ mm). The analysis considered the UW WRF forecasts initialized daily at 0000 UTC from November 2015 to February 2016 and forecast hours 06-24 were used.
Figure 7 shows boxplots of liquid water content (LWC), $D_0$, and $N_w$ from the OLYMPEX surface stations. When considering all data (panels a-c), simulated LWC was within the bounds of observations, though smaller and with a narrower range of values than observed. Model $D_0$ is substantially larger than observed, while simulated $N_w$ is modestly less than observations. We further divided the data into three categories: realistic precipitation prediction (rain rate error within 0.5 mm hr$^{-1}$ of observed), overprediction of rain rate (positive error exceeding 0.5 mm hr$^{-1}$), and underprediction of rain rate (negative error exceeding 0.5 mm hr$^{-1}$). Not surprisingly, LWC is underpredicted when model precipitation is low, and vice versa. $D_0$ is larger and $N_w$ smaller in WRF than in the observations, regardless of how well rain rate is predicted. Simulated $D_0$ agrees better with observations when rain rate is underpredicted, $N_w$ is best simulated when rain rate is overpredicted.

Figure 8 shows frequency distributions of forecast errors of LWC, $D_0$, and $N_w$ from the OLYMPEX surface stations. Consistent with Fig. 7d, the underprediction of LWC corresponds to underpredicted rain rates, while excessive prediction of LWC corresponded to overpredicted rates. Turning to model $D_0$ and $N_w$ (Fig. 8b,c), it appears that realistic rain rates resulted from compensating errors: mean $D_0$ was 1.16 mm larger than observed, while the mean $N_w$ was 62% smaller than observed. Underpredicted rain rates generally resulted from $D_0$ being modestly larger than observed and $N_w$ lower than observed. Overprediction of precipitation was associated with much larger than observed $D_0$ and less negatively skewed $N_w$. From these error distributions, we demonstrate that rain characteristics vary considerably when rain rate is over-, under-, or realistically forecast.

Table 1 examines whether the distributions in Figure 8 of errors of LWC, $D_0$, and $N_w$ during periods of under- and overpredicted rain rates are statistically different from periods when
rain rate is realistic. At a 95% confidence threshold, all tests indicate statistical significance except:

1. $D_0$ when rain rate is realistically predicted compared to $D_0$ when rain rate is overpredicted, and
2. $N_w$ during periods of realistic rain rates compared to $N_w$ during underpredicted rain rates.

4. Heavy precipitation periods

During OLYMPEX, several midlatitude cyclones and associated fronts impacted the Olympic Mountains, with the warm sector of some of these events including strong, warm, moist air flows (i.e., atmospheric rivers; Newell et al., 1992; Zhu and Newell, 1994, 1998; Ralph et al., 2004). Atmospheric rivers result in considerable hydrologic impacts in the Pacific Northwest, including extreme precipitation and flooding (Nieman et al., 2011; Warner et al., 2012). In the next sections, simulations of two atmospheric river events are examined to investigate: (1) what biases in precipitation and liquid-phase microphysics are associated with atmospheric rivers, (2) how other microphysical parameterization schemes perform during these events, (3) and whether the parameterization of aerosols impacts precipitation and microphysics during these events.

a. Cases studies: November 13 and 17, 2015

The first event (November 13) included a modest atmospheric river that reached the Olympic Peninsula. The 850-hPa synoptic chart at 1200 UTC November 13 (Fig. 9a) indicates a low over the Gulf of Alaska, with strong (45 kt) 850-hPa flow impacting the west coast of North America. The warm sector of this system was characterized by high IVT and a moist-neutral environment, with substantial vertical shear in the lower troposphere (Fig. 9b). Following cold frontal passage, precipitation intensity declined in the post-frontal convection. Accumulations in the windward Quinault River valley exceeded 300 mm during the 24-h period ending 0000 UTC November 14, which includes the warm period of the event. Following Zagrodnik et al. (2018),
we define the atmospheric river period as 0300-1800 UTC November 13.

The second event occurred on November 17, 2015 and was associated with a short-wave trough embedded in strong westerly flow (Fig. 9c). At 1200 UTC November 17, strong (45 kt) southwesterly 850-hPa flow approached the Olympic Mountains. Prior to cold frontal passage around 2200 UTC, over 200 mm of precipitation was observed on the windward slopes of the Olympics (Fig. 9d). For this event, we define the atmospheric river period as 0000-2000 UTC November 17, derived from radar observations and soundings launched at the NPOL site. In the Quinault Valley, approximately 5-10% of the total winter precipitation during OLYMPEX occurred during these two events.

Both atmospheric river periods were characterized by moist-neutral conditions throughout the troposphere, which WRF simulated accurately. Figure 10 shows observed and simulated rawinsonde profiles for 13 November (a-c) and 17 November (d-f). For both cases, only minor differences exist between observed and simulated environmental temperature and moisture profiles, wind speed and direction, and the height of the 0º C level. This confirms that the model realistically captured the environmental conditions during these periods.

Further, it is relevant to ask whether the model convective scheme, used on the 36-, 12-, and 4-km domains, may have contributed to precipitation or environmental errors in the 1.33-km domain. For the 13 November and 17 November events, the convective scheme produced only 1.68% and 0.78%, respectively, of the total precipitation in the 4-km domain. Most of this impact is offshore and well to the southwest of the Olympic Peninsula. Thus, it appears that the convective parameterization on the coarse domains was infrequently activated and likely had little impact on precipitation in the higher resolution domains.
b. Precipitation and microphysics evaluations

Precipitation in the windward Quinault Valley was generally underpredicted during the heavy precipitation events of 13 and 17 November 2015. Figure 11 shows a transect along the line in Fig. 2b of precipitation accumulations from observations and simulations using a variety of WRF microphysics schemes during these heavy precipitation periods. Simulated precipitation totals at locations near the coast (Beach) and farthest inland (Graves Creek) agreed best with observations. At other locations, there was substantial underprediction, with simulations at Bishop Field underpredicting by nearly 100 mm for November 13 and 75 mm during November 17. None of the microphysics schemes performed consistently better than others. For the November 13 event, all simulations produced a peak in precipitation accumulation at the correct location (Bishop Field), while in the November 17 case several schemes erroneously produced maximum precipitation at Graves Creek.

Figure 12 presents frequency distributions of LWC, D₀, and Nₜ during both events at the Quinault Valley stations (Fig. 2b) for various microphysics parameterizations used. When precipitation rate was underpredicted, D₀ was too large, while LWC and Nₜ were too small. Accurate LWC was noted when precipitation rates were realistic, despite large D₀. The P3 scheme, using a single ice category, underpredicted LWC while producing excessively large D₀. Other notable results include:

1. WDM6 and P3 produced a peak LWC error of -0.45g kg⁻¹, which was the largest error among the schemes.
2. WDM6 had very low Nₜ compared to observations, due in part to the low LWC.
3. Thompson produced the most accurate LWC and D₀ forecasts, though its Nₜ differed little from the other schemes tested.
c. Impact of aerosols

Because the concentration of CCN in the generally clean air reaching the Olympic Peninsula during the winter has been observed to be approximately 50 cc\(^{-1}\) (Hegg et al. 1991) and most bulk microphysics schemes (i.e., Thompson et al. 2008) typically parameterize maritime CCN using 100 cc\(^{-1}\), it is possible that poor representations of CCN concentrations and the associated processes contributed to the rain biases during the heavy precipitation events of 13 and 17 November 2015. In low CCN environments, cloud droplets will be larger and less numerous, which invigorates warm-rain processes by enhancing the rate of autoconversion from cloud droplets to rain, and therefore enhances drop collision-coalescence and breakup. Thompson and Eidhammer (2014) noted this impact on rain microphysics in a simulated midlatitude cyclone, which caused an increase in rain water content. Applying their finding to the Quinault Valley, we hypothesize that a simulated environment with fewer CCN may reduce the aforementioned biases in rain DSDs during atmospheric river events.

In the default configuration of the Thompson microphysics scheme, the cloud droplet number concentration, which can be considered as the CCN concentration, is set to a constant value of 100 cc\(^{-1}\). We perform an exceptionally ‘clean’ simulation using 25 cc\(^{-1}\) for cloud droplet concentration, and compare it to our control simulation using the default 100 cc\(^{-1}\). Compared to the control simulation, clean simulation precipitation accumulations in the Quinault Valley were minimally changed during the two heavy precipitation events (Fig. 13). During the November 13 event, some increase in precipitation is noted at Bishop Field in the clean simulation, though less rain falls closer to the coast; the November 17 event exhibits the opposite characteristics. In both cases, precipitation accumulations are generally altered by less than 10%.

16

Accepted for publication in Journal of Hydrometeorology. DOI 10.1175/JHM-D-18-0144.1.
Figure 14 shows that the simulated vertical profiles of rain and cloud water mixing ratios during these two events were more sensitive than precipitation to the prescribed cloud droplet concentration, particularly in the lowest kilometer of the atmosphere. The difference between the clean and control experiments was smallest at the Beach site and increased at higher elevations in the Quinault Valley. At Bishop Field, the clean configuration produced 0.6 g kg$^{-1}$ of rain water mixing ratio at the surface, compared to 0.4 g kg$^{-1}$ in the control run. In addition, cloud water mixing ratios decreased in the clean simulation. We hypothesize that enhanced warm rain processes contributed to the clean simulation’s increase of rain water mixing ratio, as in Thompson and Eidhammer (2014).

Figure 15 shows mean profiles of D$_0$, N$_w$, and LWC during the heavy precipitation periods. At all sites, a smaller number of prescribed cloud droplets were associated with an increase in LWC and a decrease in D$_0$, which increased N$_w$. This behavior ultimately offset the biases previously discussed and is consistent with simulations in Thompson and Eidhammer (2014). The implication for these findings is that a reduction in model aerosols in this region may reduce the DSD biases previously described, but may not improve accumulated precipitation totals.

5. Discussion and concluding remarks

The topography of the Pacific Northwest plays a crucial role in the region’s water resources, with orographic precipitation accounting for a considerable fraction of winter precipitation. The OLYMPEX field campaign during the 2015-2016 winter over the Olympic Mountains of Washington State provided a comprehensive set of observations for evaluating microphysics in mesoscale models. In this work, we utilized data from surface rain gauges and Parsivel disdrometers to describe errors in simulated rain drop size distribution characteristics and
During the period of November 2015 to February 2016, spatial errors of forecast precipitation from the University of Washington WRF mesoscale modeling system were examined. The results generally agreed with past studies in the Pacific Northwest, finding overprediction of precipitation on the windward slopes of the Oregon Cascades and considerable underprediction along the Pacific coastal zone. Errors in rain drop size distributions during this period showed significant overprediction of rain drop median volume diameter ($D_0$) and resultant underprediction of the normalized drop intercept parameter ($N_w$) regardless of whether precipitation rates were realistically forecast. We further analyzed simulated precipitation from 2008 to 2018, with results indicating underprediction along and near the Pacific coast, with little improvement when model resolution was increased.

To examine precipitation and rain microphysics biases during heavy precipitation periods, two atmospheric river events (November 13 and November 17, 2015) from the OLYMPEX winter were simulated using a variety of moist physics schemes and compared to observations from the Quinault River Valley, located on the windward side of the Olympics. Both events were shown to have environments that were well-simulated by WRF, including thermodynamic structure and the height of the freezing level. Underprediction of precipitation was prevalent at sites in the valley from near sea-level to high on the windward slopes. No particular scheme generally produced a more accurate precipitation forecast than the control (Thompson et al. (2008) scheme). Furthermore, model rain microphysical parameters ($D_0$, $N_w$, and LWC) exhibited overprediction of $D_0$ and corresponding underprediction of $N_w$.

Because the airflow impinging upon the Olympic Mountains during the cool season has
been observed to be clean in terms of CCN/aerosol concentrations (Hegg et al., 1991); furthermore, existing literature suggests that a reduction in simulated aerosol concentrations leads to an increase in LWC and decrease in $D_0$ as a result of enhanced warm rain processes (Thompson and Eidhammer, 2014). Thus, we examined the impact of a clean environment on precipitation and microphysics in the Quinault Valley during the two heavy precipitation events. This experiment used the Thompson microphysics scheme with an exceptionally clean aerosol value of 25 cc$^{-1}$ for the prescribed cloud droplet number concentration, in contrast to 100 cc$^{-1}$ for the control run. The reduction in cloud droplets favored more accurate rain DSDs that had larger LWC, smaller $D_0$, and correspondingly larger $N_w$. However, despite these changes, precipitation totals were nearly unchanged by the more realistic CCN concentrations.

The deep, saturated environment and the presence of a bright-band signature in observations from NPOL during the events of 13 and 17 November 2015 confirm the occurrence of melting ice hydrometeors in simulations and observations. Thus, even with high melting levels which often exceeded 2000 m, there were still ice processes occurring aloft and potentially influencing precipitation accumulations. However, it is important to note that the presence of melting ice and a bright-band signature does not preclude the occurrence or dominance of warm-rain processes near the surface, as was often the case during OLYMPEX (Zagrodnik et al. 2018). Indeed, the small median volume diameters seen in Parsivel observations during OLYMPEX indicate that warm-rain processes dominated the drop size spectra through condensation and collision/coalescence. Conversely, we hypothesize that WRF may be deficient in simulating warm-rain processes over this region.

The errors found in rain DSDs are problematic and exist in even the most sophisticated bulk microphysics schemes. Because drop size and intercept parameters influence the majority of
rain microphysical processes in bulk schemes, it is reasonable to assume that such errors may result in poor process rates in microphysical parameterizations. For example, diameter and LWC are the input values to most sedimentation (fallout) parameterizations, which impact the spatial distribution of precipitation. Our future work will examine such deficiencies in microphysical processes and their potential impact on precipitation forecast accuracy in this region.
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Table 1: Statistical significance scores (p-values) of the results of Welch’s T-test, in which one distribution is inspected to determine whether it is significantly different than another distribution. The above table considers distributions of $D_0$, $N_w$, and LWC when precipitation rate is realistically (±5 mm hr$^{-1}$ error) simulated compared to when precipitation rate is overpredicted or underpredicted during the November 2015 to February 2016 period. Statistically significant results (95% confidence) are italicized.

<table>
<thead>
<tr>
<th></th>
<th>Underprediction</th>
<th>Overprediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>LWC</td>
<td>$&lt; 0.001$</td>
<td>$&lt; 0.001$</td>
</tr>
<tr>
<td>$D_0$</td>
<td>$&lt; 0.001$</td>
<td>0.373</td>
</tr>
<tr>
<td>$N_w$</td>
<td>0.459</td>
<td>$&lt; 0.001$</td>
</tr>
</tbody>
</table>
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Figure 1: The WRF-ARW domains used in this study: (a) the domain configuration of the UW real-time WRF during OLYMPEX, and (b) the domain configurations used in our microphysics and aerosol experiments. Labels d02, d03, and d04 indicate domains with 12, 4, and 1.33-km grid spacing, respectively.

Figure 2: Maps of observing stations used in (a) the extended-period analysis over the Pacific Northwest and (b) the OLYMPEX surface stations used to evaluate WRF during the November 13 and November 17 events.

Figure 3: 1000-850 hPa moisture flux (IVT) observed at the Quillayute (UIL) location compared to UW real-time WRF forecasts initialized daily at 0000 UTC for the November 2015 - February 2016 OLYMPEX period.

Figure 4: 1000-850 hPa mean (a) water vapor mixing ratios and (b) wind speed at the UIL location compared to UW real-time WRF forecasts initialized daily at 0000 UTC for the November 2015 to February 2016 period.

Figure 5: Maps of forecast departure from observations of cumulative precipitation on a one degree grid during the November 2015 to February 2016 period. Each panel shows this metric at (a-d) different UW WRF spatial resolutions. Panel (a) also indicates the numbers and location of each station.

Figure 6: Same as Fig. 5, expect considering average annual wintertime (November – February) forecast departures over the 2008-2018 period. Note the differing periods considered for the 4-km and 1.33-km domains.

Figure 7: Box plots showing the distributions of (a) LWC, (b) $D_0$, and (c) $N_w$ data during the
period November 2015 – November 2016. Panels (d-f) are the same, except subdivided by when precipitation rate is realistically simulated (± 0.5 mm hr\(^{-1}\) error), underpredicted (error < -0.5 mm hr\(^{-1}\)), or overpredicted (error > 0.5 mm hr\(^{-1}\)).

**Figure 8:** As in Figure 7, but showing frequency distributions of simulated errors of (a) LWC, (b) \(D_0\), and (c) \(N_w\) over the period November 2015 – November 2016 when precipitation rate is realistically simulated (± 0.5 mm hr\(^{-1}\) error), underpredicted (error < -0.5 mm hr\(^{-1}\)), or overpredicted (error > 0.5 mm hr\(^{-1}\)).

**Figure 9:** (a) 850 hPa NARR analyzed geopotential height and wind, and (b) Quillayute (UIL) sounding, both valid 1200 UTC November 13, 2015. (c,d) are the same, but valid 1200 UTC November 17, 2015.

**Figure 10:** Observed and simulated rawinsonde profiles at NPOL site for selected times during the 13 November 2015 (a-c) and 17 November 2015 (d-f) cases. The red line represents the temperature profile and the green line denotes the dewpoint temperature profile. Solid profiles indicate observed values; dashed lines show the 1.33-km WRF simulation. Black wind barbs are observed values; blue wind barbs are from the WRF model.

**Figure 11:** Observed and simulated total precipitation accumulation at 1.33-km grid spacing from several microphysical schemes at the Quinault River Valley OLYMPEX observing sites in Fig. 2b for warm ‘atmospheric river’ periods of the (a) November 13 and (b) November 17 events. Distance from the Pacific Ocean increases to the right in each panel.

**Figure 12:** Frequency distributions of simulated errors of (a) LWC, (b) \(D_0\), and (c) \(N_w\) combined over the November 13 and 17 heavy precipitation events when precipitation rate is accurately predicted (± 0.5 mm hr\(^{-1}\) error) and underpredicted (error < -0.5 mm hr\(^{-1}\)).

**Figure 13:** Same as Fig. 11, except displaying precipitation totals from the CCN concentration.
Figure 14: Vertical profiles of rain water and cloud water mixing ratios at Quinault Valley stations, averaged over both events for the clean and control experiments.

Figure 15: Vertical profiles of $D_0$, $\log[N_w]$, and LWC at Quinault Valley stations, averaged over both events for the clean and control experiments. LWC is offset on the graph in order to enhance readability.
Figure 1: The WRF-ARW domains used in this study: (a) the domain configuration of the UW real-time WRF during OLYMPEX, and (b) the domain configurations used in our microphysics and aerosol experiments. Labels d02, d03, and d04 indicate domains with 12, 4, and 1.33-km grid spacing, respectively.
Figure 2: Maps of observing stations used in (a) the extended-period analysis over the Pacific Northwest and (b) the OLYMPEX surface stations used to evaluate WRF during the November 13 and November 17 events.
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Figure 3: 1000-850 hPa moisture flux (IVT) observed at the Quillayute (UIL) location compared to UW real-time WRF forecasts initialized daily at 0000 UTC for the November 2015 - February 2016 OLYMPEX period.
Figure 4: 1000-850 hPa mean (a) water vapor mixing ratios and (b) wind speed at the UIL location compared to UW real-time WRF forecasts initialized daily at 0000 UTC for the November 2015 to February 2016 period.
Figure 5: Maps of forecast departure from observations of cumulative precipitation on a one degree grid during the November 2015 to February 2016 period. Each panel shows this metric at (a-d) different UW WRF spatial resolutions. Panel (a) also indicates the numbers and location of each station.
**Figure 6**: Same as Fig. 5, expect considering average annual wintertime (November – February) forecast departures over the 2008-2018 period. Note the differing periods considered for the 4-km and 1.33-km domains.
Figure 7: Box plots showing the distributions of (a) LWC, (b) D_0, and (c) N_w data during the period November 2015 – November 2016. Panels (d-f) are the same, except subdivided by when precipitation rate is realistically simulated (± 0.5 mm hr^{-1} error), underpredicted (error < -0.5 mm hr^{-1}), or overpredicted (error > 0.5 mm hr^{-1}).
Figure 8: As in Figure 7, but showing frequency distributions of simulated errors of (a) LWC, (b) D₀, and (c) N₊ over the period November 2015 – November 2016 when precipitation rate is realistically simulated (± 0.5 mm hr⁻¹ error), underpredicted (error < -0.5 mm hr⁻¹), or overpredicted (error > 0.5 mm hr⁻¹).
Figure 9: (a) 850 hPa NARR analyzed geopotential height and wind, and (b) Quillayute (UIL) sounding, both valid 1200 UTC November 13, 2015. (c,d) are the same, but valid 1200 UTC November 17, 2015.
Figure 10: Observed and simulated rawinsonde profiles at NPOL site for selected times during the 13 November 2015 (a-c) and 17 November 2015 (d-f) cases. The red line represents the temperature profile and the green line denotes the dewpoint temperature profile. Solid profiles indicate observed values; dashed lines show the 1.33-km WRF simulation. Black wind barbs are observed values; blue wind barbs are from the WRF model.
Figure 11: Observed and simulated total precipitation accumulation at 1.33-km grid spacing from several microphysical schemes at the Quinault River Valley OLYMPEX observing sites in Fig. 2b for warm ‘atmospheric river’ periods of the (a) November 13 and (b) November 17 events. Distance from the Pacific Ocean increases to the right in each panel.
Figure 12: Frequency distributions of simulated errors of (a) LWC, (b) D₀, and (c) Nₜ combined over the November 13 and 17 heavy precipitation events when precipitation rate is accurately predicted (± 0.5 mm hr⁻¹ error) and underpredicted (error < -0.5 mm hr⁻¹).
Figure 13: Same as Fig. 11, except displaying precipitation totals from the CCN concentration experiments.
**Figure 14:** Vertical profiles of rain water and cloud water mixing ratios at Quinault Valley stations, averaged over both events for the clean and control experiments.
Figure 15: Vertical profiles of $D_0$, $\log[N_w]$, and LWC at Quinault Valley stations, averaged over both events for the clean and control experiments. LWC is offset on the graph in order to enhance readability.